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CHAPTER1

Introduction

Light-based technologies have an increasing impact to virtually all areas of our life and
are the basis of a wide range of applications in science and industry. Optical fiber
communication systems [1], optical lithography for microfabrication [2], as well as
optical microscopy or spectroscopy for medicine and life science research [3, 4] are just
a few examples of areas where advanced optical technologies became indispensable.
A large part of the fundamental research in the field of optical technologies is about
the understanding and the control of light propagation in nanostructured materials
[5], with, among other things, the drive towards development of new generations of
solar cells [6], computers [7] and imaging techniques [8].

Using advanced optical systems, we can direct light with great accuracy in ho-
mogeneous materials, such as glass. On the contrary, in turbid materials, such as
biological tissue, even the most perfectly designed lenses or objectives fail to directed
light in a controlled manner, due to random scattering in the disordered microscopic
structure of the medium. When a beam enters a strongly scattering medium, its non-
scattered ‘ballistic’ component is extinguished exponentially with increasing depth in
the medium [9, 10]. The decay constant is governed by the mean free path, the av-
erage distance between two scattering events. Beyond a depth of a few mean free
paths, all light is randomized in direction and its transport is usually well-described
by diffusion. High-resolution structural information from deeper inside the medium
than a couple of mean free path is hidden from outside. Conversely, light cannot be
focused inside a random medium by conventional means. Therefore, light scattering
by inhomogeneous media has usually been considered a nuisance to applications.
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Figure 1.1: Spatial focusing of monochromatic light by wavefront shaping [13]. (a) With
conventional illumination by a flat wavefront, a random speckle pattern forms in transmis-
sion. (b) The optimal wavefront focuses the light in a tight spot.

1.1 Spatial control of scattered light

The development of spatial light modulators (SLMs) has opened the possibility to
convert light scattering from a mere impairment into an opportunity for novel ap-
proaches to the control of light propagation. SLMs are computer-controlled devices,
which spatially control amplitude, phase or polarization of a light wave of a light
beam with millions of degrees of freedom [11]. Employed in an optical setup, a SLM
can flexibly play the role of various conventional optical elements, such as a scanning
mirror, a lens or a grating [12]. Furthermore, SLMs have opened the door for a new
class of experiments and applications with light: It is now possible to adapt an optical
system in a complexity, which matches the complexity of light scattering by random
media.

In their pioneering experiment in 2007, Vellekoop and Mosk showed that multiply
scattered light can be controlled through a turbid medium by spatial shaping of the
illuminating beam [13]. The experiment is illustrated in Fig. 1.1. For illumination
by an unmodulated beam of monochromatic light, a random speckle pattern is ob-
served in transmission. With the optimized wavefront the light is focused behind the
medium. This wavefront is found by iterative optimization, employing the intensity
in the target spot as feedback signal. Using fluorescence from particles inside the
medium as detector, Vellekoop et al. achieved focusing inside a thick scattering layer
one year later [14]. The approach, usually termed ‘wavefront shaping’ (WFS), also
gained a wide-spread attention as it allows tests of mesoscopic transport theory with
light [15]: In 2008, first WFS experiments gave hints for open transport channels for
light through a scattering layer [16].

Stimulated by the first WFS experiments, there has been tremendous progress on
many fronts for focusing, imaging, and manipulation by light through random media
[17]. Popoff et al. demonstrated that the WFS approach can be parallelized to mea-
sure a significant fraction of the medium’s transmission matrix [18, 19]. In view of
biomedical applications, several research groups have developed techniques for high-
speed focusing and transmission matrix measurements through turbid media [20–23].
Van Putten et al. employed WFS to create a scattering lens for high-resolution imag-
ing [24, 25]. Cui at al. and Hsieh et al. have demonstrated focusing and imaging
through scattering layers by digital phase conjugation [26, 27]. Wavefront shaping
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1.2. Spatiotemporal control of scattered waves
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Figure 1.2: Spatial and temporal focusing of ultrasound through random media by time
reversal. (1) In the first step, a short pulse is emitted from the source. The waves propagate
through the random medium (M) and are detected at the transducer array (TA). (2) In the
second step, the time-reversed signals are remitted from the array. Due to reciprocity, the
waves refocus in a short pulse at the initial source position.

is also relevant to communication and imaging through fibers: Di Leonardo et al.,
followed by other research groups, have developed techniques for the transmission of
images and holograms through multi-mode fibers [28–30]. Gjonaj et al. transferred
the WFS approach to surface plasmon polaritons, which has potential for novel mi-
croscopy techniques with subwavelength resolution [31–33]. Jang et al. demonstrated
that WFS can improve optical coherence tomography [34]. A very promising approach
is the combination of different types of waves: Xu and coworkers tagged scattered
light by an ultrasound focus to create the feedback signal for focusing and imaging
through an opaque screen [35, 36]. In recent exciting experiments, Bertolotti et al.
demonstrated reference-free fluorescence imaging through scattering layers [37].

1.2 Spatiotemporal control of scattered waves

For acoustic waves, focusing through random media was already demonstrated more
than a decade earlier by Fink and coworkers [38]. In contrast to the initial approaches
in WFS mentioned above which employ monochromatic light, these ultrasound ex-
periments focus broadband acoustic waves both in space and time: At ultrasound
frequency, broadband waves can be both emitted and detected in a single element
piezoelectric transducer. When these transducers are combined to 100 element arrays,
they can be employed as ‘time reversal mirror’. The focusing scheme is illustrated
in Fig. 1.2. In the first step, a source emits a short pulse from the intended focal
point. The waves diffuse through a thick scattering medium and are recorded at the
time reversal mirror (TRM). A fraction of the waves travels through shorter, rather
direct paths through the material, reaching the TRM much earlier than pulses that
are coupled to very long paths. Because this spread in the arrival times is many
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times larger than the original pulse duration, the signal is not only spatially, but
also temporally distorted: The pulses are randomly spread over a wide interval. In
the second step, the recorded signal is re-emitted chronologically reversed. Due to
reciprocity of the propagation in the scattering medium, the waves recombine to a
short pulse at the point of the source [39]. Such time reversal experiments were also
the first to demonstrate that scattering by the medium can be used to effectively
increase the numerical aperture of the system, leading to a smaller focus compared
to the situation without the medium [40]. In 2004, Lerosey et al. translated time
reversal focusing to electromagnetic waves at microwave frequencies [41]. In a later
study, they placed the source antenna inside a scattering medium, leading to the
microwave focus far below free-space diffraction limit [42]. Enabling the focusing of
broadband waves both in space and in time through random media, time reversal
focusing of sound and microwaves has found a wide range of applications in imaging
[43], geophysics [44], medical therapy [45] and communication [46, 47].

1.3 Motivation

From an optics point of view, one of the most important outstanding question is
whether simultaneous spatial and temporal focusing through and inside random me-
dia can be achieved. Many powerful optical techniques require both spatial and tem-
poral concentration of light to either collect information about matter or to modify
matter. However, nonlinear spectroscopy [48], multi-photon imaging [49], coherent
control [50–52], nanosurgery [53] and nanolithography [54] are by conventional means
limited to the ballistic regime in scattering media. Finding novel concepts to control
pulsed-light propagation in complex multiple scattering systems is further of high
interest in view of applications in designed photonic media and metamaterials for
ultrafast switching [55], spontaneous emission control [56] or subwavelength imaging
[57].

Since scattering is a general wave phenomenon, concepts and ideas can in prin-
ciple be translated between any type of acoustic waves and the different regimes of
electromagnetic waves. One example is the use of the scattering medium to improve
focusing [40, 58]. However the hardware limitations for generating and detecting
acoustic and optical waves can be substantially different. Modulation of broadband
signals by a compact element is easy for acoustics and microwaves, but it is difficult
to scale this control to many spatial degrees of freedom [17]. The reverse relation
is true for light. CCD cameras and SLMs can readily resolve and manipulate many
spatial degrees of freedom, but only within a narrow bandwidth. The controlled
modulation of coherent broadband light by pulse-shaping techniques [59] requires
a relatively extended experimental apparatus even for a single spatial channel. In
acoustics and in microwaves, field and amplitude can be measured readily, which for
light requires interferometric techniques [60]. A direct equivalent of the time reversal
mirror in optics would be desirable. But as a time reversal step requires both an ex-
tensive measurement and wavefront synthesis step, a truly practical implementation
in optics is beyond reach for the currently available technology. On the other hand,
some very versatile tools are restricted to the optics realm: Local intensity probes
such particles filled with fluorescent dyes allow the measurement of intensity without
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1.4. Outline of this thesis

an electric connection to the detection point and are ideal probes for iterative WFS
schemes [14].

1.4 Outline of this thesis

In this thesis, we pioneer concepts and experiments for focusing waves both spatially
and temporally through random scattering media.

We develop a short-pulse wavefront shaping scheme, demonstrating that the spa-
tial modulation of a short-pulse laser is sufficient to focus pulses through or inside
scattering media. We employ our scheme in a series of experiments, demonstrating
spatiotemporal focusing of light both through and inside random media.

In chapter 2 we describe all elements of a short-pulse wavefront shaping apparatus
which are relevant for this thesis. We discuss the available technologies for the ultra-
short pulse generation, modulation and detection mainly from an experimental point
of view. A substantial part of the chapter is dedicated to the theoretical description
of scattering by random media, providing the theoretical framework for the following
chapters.

In chapter 3 we present the first experimental demonstration of spatial and tem-
poral focusing of light through a multiple scattering medium. As feedback signal
we use the amplitude of scattered wave field measured at a single point in time and
space. Experimentally, this is realized by optical gating with heterodyne interfer-
ometric detection. We establish the theoretical framework to explain the achieved
pulse duration and the enhancement of the field at the focus. Experiment and theory
agree.

Chapters 4, 5 and 6 consecutively build upon one another. In chapter 4 we show
that spatiotemporal focusing can be achieved with a slow detector, when the detector
response is nonlinear. Based on numerical simulations, we investigate the implications
of this approach in terms of the pulse duration at the focus and the control of the
pulse arrival time.

The WFS concept based on the slow nonlinear detector is put into experimen-
tal practice in chapter 5. We employ crystalline nanoparticles with a high efficiency
for second-harmonic generation (SHG) as nonlinear detectors. We demonstrate spa-
tiotemporal focusing on single nanocrystals which are positioned at the back interface
of a scattering slab. In this configuration the SHG signal be can accurately monitored
and compared to a thorough model of the experiment. The full power of the approach
is demonstrated in chapter 6. We embed the nanocrystals in a thick scattering slab
as a local nonlinear detector. We provide the first experimental demonstration of
spatiotemporal focusing deep inside a multiple scattering medium.

In chapter 7 we continue to explore the focusing scheme with a slow nonlinear
detector, but our methods differ from the preceding chapters in two ways. First, our
findings are based on an ultrasound experiment and second, we investigate broadband
wavefront shaping, as ultrasound waves can readily be measured and shaped spatially
and temporally. We demonstrate that wavefront shaping of broadband waves can
achieve, equivalent to time reversal focusing schemes, optimal focusing. Our findings
are based on simulations, which we perform based on an experimentally measured
ultrasound transmission matrix of a random medium.
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CHAPTER2

Elements of the experimental apparatus

In this chapter we discuss the elements of the apparatus to focus and control short-pulses
through random media by wavefront shaping.

Figure 2.1 schematically shows the elements of a wavefront shaping experiment
[61] in optics: A laser provides a well-defined coherent beam which is modulated
by a wavefront synthesizer. The modulated wavefront is projected onto the random
medium which strongly scatters the light. A detection system collects the light scat-
tered from the medium and provides a feedback signal which is used to optimize the
wavefront.

In the following we describe one by one the elements of the apparatus for a short-
pulse wavefront shaping experiment. We discuss the available technologies for the
ultra-short pulse generation, modulation and detection from an experimental point
of view. Furthermore, we describe each of elements in the scheme 2.1 analytically,
providing the theoretical framework for the simulations in chapter 4 and the modeling
and the analysis of the experiments in chapters 3-7. Finally we briefly compare
the implementation of WFS experiments in optics with the microwave regime and
ultrasound waves.

feedback

laser
wavefront

synthesizer

random

 medium
detector

Figure 2.1: Schematic illustration of a wavefront shaping experiment in optics.
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Figure 2.2: Typical ultrashort laser pulse. (a) Real part of the electric field (grey) and its
Gaussian-shaped pulse envelope (black) in the time domain for an ultrashort laser pulse
with a center wavelength λ = 800 nm and an (intensity) pulse duration ∆t = 50 fs. (b)
Corresponding amplitude (black) and phase function (grey) in the frequency domain with
a relative bandwidth of the intensity spectrum ∆ω/ω0 = 0.024.

2.1 Ultrashort pulses - generation and propaga-

tion in homogeneous media

2.2 Motivation

Here we give a introduction to the mathematical description of ultra-short laser pulses
and introduce related terminology which we will use in later chapters of this thesis.
A general and extensive introduction on ultra-short laser pulses can be found in the
review by Wollenhaupt et al. [62] and the books by Diels and Rudolph [63] and
Rulliere [64].

In general, electromagnetic waves are vector waves. In the following we restrict
ourselves to the treatment of scalar waves, as they adequately describe the majority
of the phenomena treated in this thesis. The electric field E(ω) of an ultra-short laser
pulse propagating in a single spatial mode is conveniently described by separating
the spectral amplitude |E(ω)| and the phase term φ(ω) in polar notation

E(ω) = |E(ω)| e−iφ(ω)
F
�
F−1

E(t) = |E(t)| e−iφ(t) (2.1)

The field in the time-domain E(t) is obtained by inverse Fourier transform F−1. The
spectral amplitude |E(ω)| provided by standard Ti:sapphire mode-locked oscillators
laser pulses are usually of a Gaussian or sech2 shape. The center frequency ω0 of the
emission corresponds to a wave-length of approximately λ = 800 nm with a relative
bandwidth ∆ω/ω0 in the range from 0.02− 0.2. The bandwidth ∆ω is by convention
the full width at half maximum (FWHM) of the intensity spectrum I(ω), the pulse
duration ∆t is defined as the FWHM of I(t). A typical ultrashort laser pulse is shown
in Fig. 2.2.

To characterize the propagation of the pulse in a homogeneous non-absorbing
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2.3. Spatial light modulation of ultrashort pulses
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Figure 2.3: Working principle of a parallel-aligned nematic liquid crystal cell for phase-only
modulation of light. (a) In the off state, the long axis of the liquid crystals (LC) molecules
is oriented parallel to the transparent electrodes. The parallel alignment of the molecules is
induced by a line-structure imprinted on the electrodes (not shown). (b) When a voltage is
applied, the LC molecules orient along the propagation direction of the light. The refractive
index for light polarized parallel to the LC molecules changes from the extraordinary index
(no voltage) to the (lower) ordinary index, resulting in phase shift in transmission [11].

medium we expand the phase term φ(ω) in a Taylor-series around the center frequency

φ(ω) = φ(ω0) + φ′(ω0) · (ω − ω0) +
1

2
φ′′(ω0) · (ω − ω0)2 + ...

with

φ(i)(ω0) =
∂(i)φ

∂ω(i)

∣∣∣∣
ω0

. (2.2)

The first term φ(ω0) gives the temporal offset between the pulse envelope and the
underlying oscillation with the carrier frequency ω0; it is of no relevance to the exper-
iments presented in this thesis. A positive term φ′(ω0) corresponds to a translation
of the pulse in the time-domain according to the Fourier-shift theorem. The coef-
ficients of higher order modify the temporal shape of the pulse. The first of these
terms is the group velocity dispersion φ′′. If all higher-order terms are zero, the pulse
is bandwidth-limited, i.e., it has the shortest possible pulse duration ∆t supported
by the spectrum. The time-bandwidth product in this limit depends on the spectral
shape; for Gaussian pulses it can be calculated as ∆t∆ω = 4 ln 2. A non-zero value
φ′′ corresponds to a temporal broadening of the pulse. When a pulse travels through
a medium of thickness L, it acquires the group velocity dispersion [62]

φ′′ =
λ3L

2πc2

d2n

dλ2
, (2.3)

where n(λ) is the index of the medium. Most transparent materials show normal
dispersion with φ′′ > 0 for visible light, such that the ‘red’ parts of the laser pulse
travel faster through the medium than the ‘blue’ parts. An often-used terminology
is that the pulse obtains a positive ‘chirp’ on propagation through a medium with
normal dispersion. Anomalous dispersion with φ′′ < 0 occurs at frequencies at which
the radiation is resonantly scattered in a medium, which for most materials typically
is the case in the X-ray regime [65].

2.3 Spatial light modulation of ultrashort pulses

Spatial light modulation and pulse shaping by programmable optical devices has
become practical since the 1990s thanks to developments of liquid crystal arrays
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and deformable mirrors [11]. In this sense the field of wavefront shaping is very
much technology-driven. The development of large liquid crystal arrays was strongly
motivated by the huge market for display technology.

In Fig. 2.3 we schematically describe the working principle of a pixel of a phase-
only spatial light modulator based on parallel-aligned liquid crystal cells such as we
will use it in our experiments. A controlled change of the applied voltage to the cell
reorients the LC molecules, leading to a change of the refractive index ∆n. For a
layer of thickness L this change consequently leads to a controllable temporal shift
τ = ∆nL/c for the pulses transmitted through the cell with respect to a reference
time. The cells are designed that a temporal delay of up to one optical cycle or more
at the center frequency τ = {0...2π}/ω0 can be applied:

E(t, τ) = |E(t− τ)|e−iφ(t−τ) ≈ |E(t)|e−iφ(t)e−iϕ(τ). (2.4)

In the last step we applied the ‘slowly varying envelope approximation’ (SVEA): As
the bandwidth of typical laser short pulses is relatively narrow, the pulse envelope
|E(t)| is constant over the timescale τ and the phase function φ(t) has negligible
higher-order terms besides the oscillation with the carrier frequency ω0 (see Fig. 2.2).
The temporal shift therefore has the same effect as an additional phase factor ϕ(τ) =
τω0 = {0...2π}. The analogous description in the frequency domain follows from the
Fourier shift theorem,

E(ω, τ) = |E(ω)|e−iφ(ω)e−iτω ≈ |E(ω)|e−iφ(ω)e−iϕ(τ). (2.5)

The interpretation of the SVEA is as follows: Since the bandwidth of the pulses is
narrow with respect to their central frequency ω0, the phase factor τω is close to
constant over the spectral range ϕ = τω0.

2.3.1 Spatial modulation of phase, amplitude and polariza-
tion

Using a two-dimensional liquid crystal array, a beam from a short-pulse laser source
can be spatially modulated (Fig. 2.4). Based on the phase-only modulation technique,
the SLM can be programmed to function as a lens, a grating, a stirring mirror, or in
our case, to prepare the optimal random wavefront to illuminate a random medium.

A phase modulation is not the only possible means to shape the wavefront. SLMs
based on twisted nematic crystals allow amplitude modulation and polarization shap-
ing [66]. Standard back-illuminated liquid crystal displays are amplitude modulators
based on twisted nematic liquid crystals: the crystals layer is packed between the
electrodes and two cross-polarizers. The crystals turn the polarization by 90 degrees
in the off-state and the device is transparent. With increasing voltage applied to the
cell the crystals align such that the polarization is turned less and the transmission
drops. Without the cross-polarizers, the array acts as a spatial polarization modu-
lator. With a combination of several SLM layers, the simultaneous modulation of
amplitude, phase and polarization can be achieved. An elegant way to achieve phase
and amplitude modulation on a single SLM is the 4-pixel technique [66].

Apart from our research field, there is a wide range of applications of spatial light
modulation by SLMs. As an SLM can modify a laser beam without any moving
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(b)(a)

(c)

Figure 2.4: Spatial and temporal modulation of light. (a) Short-pulse spatial light modu-
lation: A spatial light modulator delays the pulses with a controlled phase shift individual
to each segment. For an illustrative purpose a few-cycle pulse is sketched here. The SVEA
used in Eq. 2.4 does not apply here. (b) Pulse shaping: For a single spatial mode, the pulse
shaper introduces a specific controlled phase shift for each frequency. (c) Spatiotemporal
light modulator by multiplexing of a pulse shaper to control each spatial mode.

mechanic components, it is ideal for beam-stirring for microscopy [67] or structured-
illumination microscopy [68]. SLMs provide a convenient means to prepare spe-
cific spatial beam profiles such as self-reconstructing Bessel beams [69]. These non-
diffracting beams have been implemented to improve microscopy [70] or to control
the generation of laser filaments [71].

2.3.2 Temporal modulation

Pulse shaping - the modulation of the temporal profile of a laser pulse - was the first
application of liquid crystal devices in the field of ultrafast optics (Fig 2.4b) [59]. The
temporal modulation of sub-nanosecond pulses can only be realized in the frequency-
domain, since the fastest modulations which can be applied to a laser beam directly
in the time-domain by means of an electro-optical device are in the GHz range. The
most often used approach is a 4-f pulse shaper: the pulse is transformed to the
spectral domain by means of a grating. In the Fourier plane, a liquid crystal line-
array modulates the field of each spectral component separately. The components
are recombined to form the modulated pulse by another grating or the same grating
in a reflective design. In the same fashion as for spatial-domain shaping, amplitude,
phase and polarization of each frequency component can be shaped by multi-layer
SLMs [72]. An alternative approach for pulse shaping is the use of acousto-optic
programmable dispersive filter, which can also be used in the UV range in contrast to
LCD-based designs [73]. The most important application of pulse-shapers is coherent
control [50], in particular of chemical reactions [74–76].
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2.3.3 Spatiotemporal modulation

Conceptually, the approaches of wavefront shaping and pulse shaping can be easily
combined for spatiotemporal pulse shaping (Fig. 2.4c). This ideal shaping device
would modulate a wavefront in one temporal and in two spatial dimensions with a
high number of degrees of freedom in all dimensions. A 2D spatial light modulator
can be used for temporal modulation (in the frequency domain) along one axis and
for spatial modulation along the other [77]. If a second spatial dimension is required,
a convenient scheme of mapping would need to be designed. The future challenge is
to realize the mapping without introducing too many artifacts, which will inevitably
occur when conventional optical elements are used.

2.3.4 Comparison with other technology

Liquid crystal SLMs for research applications have relatively low purchase costs
(around 10ke) and provide a large number of controllable degrees of freedom (∼ 106

pixels). Liquid crystal SLMs are limited to frame rates significantly below 100 Hz due
to the response time of the LC molecules. As we deal with static scattering systems,
high adaption speeds of the wavefront are not required. A much faster alternative
are deformable mirrors based on MEMS technology (micron-sized mechanical actua-
tors), which are mainly applied in astronomy. The purpose is to correct the imaging
systems for atmospheric distortions, an application termed as adaptive optics [78].
As the fluctuations in the atmosphere are fast (>1 kHz), fast deformable mirrors are
the technology of choice. However, MEMS SLMs have a lower number of individual
segments (∼ 103) and higher purchase costs (more than 50ke).

In this section we discussed the available experimental tools to modulate a light
field in a wavefront shaping experiment before the light is projected onto the scatter-
ing sample. In the following, we describe the light scattering by the random medium.

2.4 Transmission of ultrashort pulses through ran-

dom media

In this section, we will derive the expressions to describe random transmission of a
wave field through a disordered medium for illumination by ultra-short laser pulses.
The description is split in two parts: At first, we describe the transport through the
medium averaged over randomness in the system. In the second part we derive the
expressions for the statistics of the random transmission and discuss the expressions
in view of wavefront shaping experiments.
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2.4.1 From waves to the diffusion approximation

The wave equation

The propagation of electromagnetic waves in a random medium with the dielectric
function ε(r) is governed by the wave equation

∇2ψ(r, t)− ε(r)

c2

∂2

∂t2
ψ(r, t) = 0, (2.6)

where c is the speed of light in vacuum and the electric field ψ is treated as a scalar.
Finding the solution to the wave equation for a given disordered medium requires first
the knowledge of ε(r), and second that the Maxwell’s equation can be solved for the
system. Obtaining the knowledge of the structure is practically impossible for most
systems of interest. The analytical solution of Maxwell’s equations is limited to simple
geometries. Despite the tremendous progress in the field of computational methods,
the numerical solution of the Maxwell’s equations is limited to small systems.

The radiative transfer equation

Several approximation can be made to obtain practical analytical solutions describing
the light propagation in a random medium. The first, and most severe, approximation
is to neglect the wave character of the light: Radiative transport theory assumes that
there is no correlation of fields and therefore powers of the fields can be added rather
than the fields themselves. Despite the assumption made, the equations derived by
radiative transfer theory contain information about the correlation of the fields, for
which we will show an example in Sec. 2.4.2. An extensive introduction on radiative
transfer and its relation to multiple scattering theory can be found in the book by
Ishimaru [9].

The fundamental quantity of the radiative transfer approach is the specific inten-
sity, defined as the average power flux density within a unit frequency band centered
at frequency ν within a unit solid angle in the direction defined by the unit vector ŝ
with dS, dΩ, dν and dt respectively the unit area, solid angle, frequency and time,

I(r, ŝ) =

[
Joule

dSdΩdνdt

]
. (2.7)

We consider a system with scatterers with an extinction cross section σe and density
n; the extinction cross section is defined by the amount of light removed from a
propagating beam by scattering or absorption [79]. Both effects can be separately
quantified by the individual cross sections σs for scattering and σa for absorption, with
σe = σs +σa. An important quantity to describe the light transport in the medium is
the scattering mean free path, the average path length between two scattering events.
In the individual-scatterer approximation it is given by the inverse product

ls = (nσs)
−1. (2.8)

The stationary radiative transfer equation describes the change of the specific
intensity I(r, ŝ) with propagation over a distance ds,

dI(r, ŝ)

ds
= nσe [−I(r, ŝ) + J(r, ŝ)] (2.9)
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On the right hand side, the equation describes the loss of the intensity propagating
in direction of ŝ due to extinction by the scatterers by the term−nσeI(r, ŝ); the gain
term nσeJ(r, ŝ) contains all scattering of intensity from all other directions into the
direction of ŝ. However, for most systems of interest, the radiative transfer equation
can only be solved numerically. To obtain practical analytical descriptions of our
systems, we will further simplify our view of the scattering process in the next section.

From the loss term in Eq. 2.9 it readily follows that the intensity of an unidirec-
tional beam incident of the medium at the interface I(0, ŝ) = I0δ(ŝ − ŝ0) decreases
by the Lambert-Beer law [10]

I(r, ŝ) = I0δ(ŝ− ŝ0)e−|r|/le . (2.10)

The decay is governed by the extinction mean free path le, which becomes equivalent
to the scattering mean free path ls for negligible absorption.

The diffusion equation

In the diffusion approximation we assume the specific intensity distribution is almost
isotropic. The angle-averaged diffuse intensity is calculated by

I(r) =
1

4π

∫
4π

I(r, ŝ)dΩ. (2.11)

The diffuse intensity is proportional to the energy density U(r) = 4π/vEI(r), where
vE denotes the energy velocity in the medium. Following from the diffusion approxi-
mation, the time-dependent diffusion equation

∂tI(r, t) = D∇2I(r, t)−Dκ2I(r, t) + S(r, t). (2.12)

can be derived from the radiative transfer equation (see, e.g., [10]). D denotes the
diffusion constant, Labs = 1/κ is the absorption length and S(r, t) represents a source
term. The diffusion constant depends on the energy velocity vE and the transport
mean free path lt by

D =
1

3
vElt. (2.13)

The transport mean free path lt is the average distance light has to propagate in
the medium before its directionality is lost. If scattering from the individual scatterers
is isotropic, the transport mean free path is equal to the scattering mean free path;
otherwise, the quantities are related by

lt =
1

1− 〈cos θ〉
ls, (2.14)

〈cos θ〉 being the average cosine of the scattering angle. In the case of strong for-
ward scattering, 〈cos θ〉 is close to unity, and many scattering events are needed to
randomize the direction of the light, resulting in a long transport mean free path lt.

For the systems studied in this thesis absorption is of minor influence, and we
will drop the absorption term κ and respective terms in most equations which follow.
Regarding the source term S(r, t), we are interested in two types of sources. An
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isotropic emitter inside the medium can be modeled as a localized source of diffuse
intensity inside the medium. Often we deal with a coherent beam which is incident
on the interface of the disordered medium; for this case we can assume a diffuse light
source at the depth of one transport mean free path lt [80].

Diffusion in a slab

For many systems the solutions to the diffusion equation are well-known. For the most
simple three-dimensional system, the infinite medium, the time-resolved propagator
for the diffuse intensity in the absence of absorption is given by

H(r, t) ≡ 1

(4πDt)3/2
e−r

2/(4Dt). (2.15)

A structure encountered in all experiments presented in this thesis is a slab. Described
in cartesian coordinates, disordered material fills the space from z = 0 up to the slab
thickness z = L. On each side of the slab, i.e., for z < 0 and z > L, we assume
homogeneous media in which the light propagates without scattering; the system is
translational invariant in x-direction and y-direction. In order to solve Eq. 2.12 for the
slab we have to formulate appropriate boundary conditions, which must take account
for internal reflection at the interfaces [81]. The internal reflections effectively hinder
the light from exiting the slab, which can be described by an effective increase of the
system size. Therefore ze1 and ze2, the so-called extrapolation lengths at the front
and back interface, are introduced; the planes parallel to the interfaces at −ze1 and
L+ ze2 are called the trapping planes of the system[10]. For weakly absorbing media,
the Dirichlet-type boundary conditions

I(−ze1, t) = 0 ∪ I(L+ ze2, t) = 0 (2.16)

lead to a sufficiently accurate solution. For absorbing and strongly scattering media,
the more accurate mixed boundary conditions need to be applied [82]. The extrapo-
lation length depends on the mean free path and the contrast between the refractive
index of the homogeneous medium and the effective refractive index of the disordered
medium [81–83]. For the slab we calculate it by [82]

ze1,2 =
2

3
lt

1−R1,2

1 +R1,2

, (2.17)

where R1,2 are the angle-average Fresnel-reflection coefficients. These coefficients are
calculated using the effective refractive index of the medium, which in turn can be
calculated by Maxwell-Garnett theory [84] for a known average composition of the
medium.

For the boundary conditions in Eq. 2.16 we can construct the time-resolved in-
tensity propagator of the slab using the method of images. We multiply reflect the
intensity propagator of the infinite system (Eq. 2.15) at the trapping planes [85].
Here we derive the solution for unequal extrapolation lengths at the boundaries,

H(z′, z, r⊥, t) =
1

(4πDt)3/2
×
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∞∑
n=−∞

{
e−(r2⊥+[z′−z−2n(L+ze1+ze2)]2)/4Dt − e−(r2⊥+[z′+z+2ze1−2n(L+ze1+ze2)]2)/4Dt

}
. (2.18)

We can now connect the intensity propagator to a source term S(r, t) to calculate
the diffuse intensity I(r, t) at any point inside the medium. A closed expression for
I(z, z′,q⊥,Ω) can be derived in Fourier-transformed traversal coordinates q⊥ and in
complex frequencies Ω [10]. We will later make use of the expression for the stationary
case which is given by

I(q⊥, z) =

{
Jin

sinh(q⊥[Le−z−ze1]) sinh(q⊥[z0+ze1])
Dq⊥ sinh(q⊥Le)

z > z0

Jin
sinh(q⊥[Le−z0−ze1]) sinh(q⊥[z+ze1])

Dq⊥ sinh(q⊥Le)
z ≤ z0.

(2.19)

I(q⊥, z) is the diffuse intensity at depth z for an source of diffuse intensity at depth
z0, Jin is the power of the source in Watts and Le ≡ L+ ze1 + ze2.

The intensity scattered to the outside of the sample is obtained via the expression
for the net outward flux at a point on the interface rs [85]

Jn̂(rs, t) =
4πl

3

∂I(rs, t)

∂z

∣∣∣∣
z=0

. (2.20)

A characteristic time for a diffusion process in a finite sized system of size L in
general is given by the Thouless time [86]

τD ≡
L2

D
. (2.21)

It can been viewed as the characteristic time after which the diffusing quantity (here:
diffuse intensity) starts to ‘feel’ the boundaries of system. For times longer than
τD, the probability distribution for the diffuse intensity inside the sample becomes
spatially uniform.

In our case, the slab, the long-term behaviour of the transmitted flux is dominated
by an exponential decay with the decay time τd

τd =
L2
e

π2D
. (2.22)

For a given geometry of a system, the timescales of interest to quantify the diffusion
typically differ from the Thouless time by a geometrical prefactor.

With the radiative transfer and the diffusion approach we obtained solutions for
the ensemble-averaged intensity of light transported through the medium. In the
following section we will treat the characteristic properties of the wave field for a
single realization of the medium.

2.4.2 Speckle in space and time

When a disordered slab is illuminated with a well-defined monochromatic laser beam,
a random speckle pattern is observed in transmission. The spatial extent of a speckle
spot on the back interface of a scattering medium is on the order of the wavelength
λ. The size of a speckle spot ∆x observed at a distance z far away from the sample is
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2.4. Transmission of ultrashort pulses through random media

Figure 2.5: Spatiotemporal speckle field represented in the time domain and real space (a)
and in Fourier space with temporal and spatial frequencies (b): The spatial distribution
of the intensity changes randomly on a change of the temporal coordinate and vice versa.
The plotted speckle field was generated by a simulation with the algorithm described in
Sec. 4.1. The simulation models the field for pulses with initial pulse duration ∆t = 30 fs
(λc = 800 nm) transmitted through a random slab (L = 15µm, D = 58 m2/2). The
spatial correlation lengths are arbitrarily chosen here, but could be readily adapted to
model specific experiment parameters.

given by ∆x = zλ/d, where d is the diameter of the diffuse spot at the back interface
[87].

For a light source providing short light pulses with a pulse duration shorter than
the average traversal time through the medium, the speckle field in transmission
is random both in space and in time (Fig. 2.5). A temporal speckle grain has the
duration of roughly the pulse duration of the undistorted laser pulse. Complementary,
the field has a typical grain size in the frequency domain, which, as we will see in the
following, is linked to the average temporal profile of the transmission.

In the following we first introduce the formalism of the transmission matrix, which
allows us to express the propagation of the wave field through the medium in terms
of the transmission coefficients. Subsequently we derive the relevant expressions for
the statistics and correlations of the transmission coefficients.

Scattering matrix, transmission matrix and transmission coefficients

We define a scattering channel as a propagating mode of the optical field outside the
sample [15]. The scattering matrix S connects the ingoing and outgoing scattering
channels (Ein and Eout respectively) by

Ein = SEout. (2.23)

For slab or waveguide geometry as illustrated in Fig. 2.6 a clear separation into a
front and back interface is given and the scattering matrix is usually written in the
form

Ein =

(
r−+ t−−

t++ r+−

)
Eout. (2.24)
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Figure 2.6: Scattering from a disordered slab.

The submatrices t are called the transmission matrices, and describe the connection of
the scattering channels by transmission through the sample in the direction indicated
by the (+) or (-) sign (see Fig. 2.6). Analogously, the submatrices r describe the
reflection of the waves at the front interface and at the back interface.

In a transmission experiment, we are solely interested in the transmission matrix
t++, which will in the following shortly be denoted as t. In general, the number of
elements of the transmission matrix can be restricted to the number of modes of
the incident and transmitted field coupled independently to the sample. In a finite-
sized scattering medium, the number of supported propagating modes N is finite and
depends on the geometry of the system. When a wavefront is projected onto the
interface of a slab sample, N is given by the number of diffraction-limit spots within
the area A of the illuminated spot,

N = C
2A

λ2
, (2.25)

where C is a geometrical factor on the order of one, the factor 2 accounts for orthog-
onal polarizations and λ is the wavelength of the light.

We denote the complex amplitude in the ingoing channel a on the left-hand side
of the sample by Ea and the complex amplitude in the outgoing channels b on the
right-hand side of the sample by Eb respectively. They are connected by the complex
transmission matrix elements tab(ω), which are a function of the ingoing and outgoing
angle and the frequency. The total field in channel b as a function of frequency is
calculated by

Eb(ω) =
N∑
a=1

tba(ω)Ea(ω). (2.26)

In some cases it is more convenient to express Eq. 2.26 in the time domain. The
time-dependent transmission coefficient tab(t) is the impulse response in direction b
to a delta-pulse incident from angle a,

tab(t) = F(tab(ω)), (2.27)

where F denotes the Fourier transform. The electric field Eb(t) due to an arbitrary
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excitation Ea(t) is calculated by

Eb(t) =
N∑
a=1

tab(t)⊗ Ea(t), (2.28)

where the fields E(t) are connected to their counterparts E(ω) by Fourier transform.
Having introduced the formalism of the transmission matrix, we will now use this

formalism to describe the correlations and statistics of the speckle wave field.

Correlation of the transmission in space and frequency

Although the transmission through the slab is random, the speckle pattern maintains
certain correlations with respect to a change of the wavelength or the angle of inci-
dence of the illuminating beam. We here introduce a description of these correlations
in order to explain and characterize a spatiotemporal speckle pattern as it is illus-
trated in Fig. 2.5. Extensive and thorough reviews on correlations can be found in
the literature [88, 89].

We denote the transmission of the intensity from the ingoing channel a (with inci-
dence angle corresponding to perpendicular momentum q⊥,a) to the outgoing channel
b (perpendicular momentum q⊥,b) by Tab = |tab|2. The correlations

Caba′b′(ω,∆ω) =
〈Tab(ω)Ta′b′(ω + ∆ω)〉 − 〈Tab(ω)〉 〈Ta′b′(ω + ∆ω)〉

〈Tab(ω)〉 〈Ta′b′(ω + ∆ω)〉
(2.29)

= C
(1)
aba′b′ + C

(2)
aba′b′ + C

(3)
aba′b′ (2.30)

can be separated into three terms [90]: short-range C(1), long-range C(2) and infinite-
range C(3) correlations. The term for the short-range C(1) correlations can be evalu-
ated to yield [90]

C
(1)
aba′b′ = 〈Tab〉〈Ta′b′〉δ∆qa,∆qbF1(∆qaL), (2.31)

where ∆q is the momentum difference and F1 is a reduced correlation function, which
is calculated in the following paragraph.

The correlation manifests both in frequency and spatially. On a change of fre-
quency of the incoming beam, the correlation of the speckle pattern decays exponen-
tially. On a gradual change of the angle of incidence of the incoming beam (at fixed
frequency) the change of the transmitted speckle pattern has two aspects. Firstly,
the transmitted speckle pattern is translated along with the incident beam, which is
called the memory effect [91]. Secondly, the correlation of this shifting pattern with
the original pattern again decays exponentially, which is the C(1) correlation. There-
fore the C(1) correlation is only non-zero when the measurement ‘compensates’ for
the memory effect, which means that the change of perpendicular momentum of the
incident beam and the detection direction are equal, expressed by the δ in Eq. 2.31.
The name of the long-range C(2) correlations indicates that they are maintained for
scattering channels far apart. The infinite-range C(3)-correlation is the analog to the
universal conductance fluctuations in electronic systems. The contribution of C(2) is
on the order of g−1 and the contribution of C(3) on the order of g−2, where g is the
conductance defined as g =

∑
ab Tab . C(2) and C(3) correlations are negligible for our

samples, since we can assume g � 1.
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An expression for the reduced correlation function F1 in the C(1) correlation func-
tion can be derived via the correlation function CE of the electric field Eab = E0tab
[89, 92]

CE =
〈EabE∗a′b′〉

〈|Eab|〉 〈|Ea′b′|〉
(2.32)

by
C

(1)
aba′b′ = |CE|2 . (2.33)

In a thick disordered slab with negligible absorption the C1- term is given by [93]

C
(1)
aba′b′(∆ω) =

∣∣∣∣ ML

sinh(ML)

∣∣∣∣2 , (2.34)

where M2 = ∆q2
⊥ + i∆ω

D
. ∆q2

⊥ is the perpendicular momentum difference and L the
sample thickness. The half-width at half maximum of C(1) in the form of Eq. 2.34 is
the correlation frequency

∆ω1 = 2.92π
D

L2
≈ τ−1

d , (2.35)

which differs by less than 10% from the inverse decay time τ−1
d obtained from the

solution of the diffusion equation for the random slab. In general, for thin or absorb-
ing samples the extrapolation length z0 and the absorption coefficient κ need to be
accounted for. The expression for C(1) in this general case is slightly more complex
and can be found in [10, 94].

Statistics of amplitude, phase and phase delay time

The expressions above describe correlations of the transmitted intensity. In this
section we describe the statistics of the electric field, in particular the phase. The
theory presented in the following has been worked out by van Tiggelen et al. [95]
and agrees well with microwave experiments by the same group [96] and with optical
measurements by Johnson et al. [97].

For our scattering samples we can assume Gaussian statistics of the transmitted
field. This Gaussian assumption is valid when a high number of independent paths
contributes to the field at the back surface of the disordered slab. The Gaussian as-
sumption is equivalent to the C(1)-approximation made in the previous section based
on a conductance g � 1. The central limit theorem predicts that in this situation
the real and imaginary parts of the transmission coefficients tab are respectively de-
scribed by a normal distribution. Equivalent is the description in terms of a circular
Gaussian process [98], for which the field amplitude |tab| is Rayleigh-distributed and
the phase φ = arg(tab) is uniformly distributed between 0 and 2π.

From the probability distribution of the transmission coefficients alone, we cannot
deduce information about the dynamics of the diffusion process. We are interested in
the group delay time φ′ = dφ/dω , which is the induced time delay for a narrow-band
wave package. The probability distribution is given by

P (φ̃′) =
Q

2
[
(φ̃′ − 1)2 +Q

] 3
2

, (2.36)
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where φ̃′ = φ′/ 〈φ′〉 and Q is a dimensionless parameter which can be calculated from
the Taylor expansion of the field correlation function CE(∆ω) = 1+iτt(∆ω)−b(∆ω)2+
O(∆ω)3(see Eq. 2.32). The characteristic traversal time for the diffuse transmission
(the average time the light takes to propagate through the sample [99]) is τt = 〈φ′〉
and Q = 2b/τ 2

t − 1. The probability distribution P (φ̃′) describes the occurrence of a
certain value phase delay time, but does not account for the transmission T connected
to this delay time. Therefore, the weighted phase delay time

W = Tφ′. (2.37)

is usually more insightful. Its probability distribution can be calculated to

P (W̃ ) =
1√

1 +Q
exp

 −2
∣∣∣W̃ ∣∣∣

sgnW̃ +
√

1 +Q

 . (2.38)

Number of independent spatial and spectral scattering channels

In the two preceding sections we derived the expressions for the spatial and temporal
correlations of the scattered wave field. Here we interpret the correlations in terms
of a wavefront shaping experiment: In a wavefront shaping experiment the waves
in the incident channels are modified to control the field behind the medium. The
question which arises is how many independent degrees of freedom contribute to a
focal point of the field at a point behind a thick scattering medium. Here, we examine
the situation for a single point at the back interface of a disordered slab, which is
illuminated from the front side. We can distinguish between independent spatial and
spectral scattering channels [100, 101].

Spatially, only light entering the medium within a certain area opposite of the focal
point will contribute to the field at the considered point. The diameter (FWHM) of
this area scales linearly with the slab thickness L with a proportionality factor on the
order of one. The profile can be calculated exactly by Eq. 2.19 for given scattering
properties of the medium. The number of independent spatial channels is given by
the diffraction limited spots in this area,

Ns = C
L2

λ2
, (2.39)

where C is a prefactor on the order of one. Analog to Eq. 2.25 we can add an
additional prefactor 2 when both polarizations of the incident field are controlled
independently.

The number of spectral channels per bandwidth of the incident light is given
by the C(1)-correlation frequency (Eq. 2.35). Complementary, we can interpret this
number as the number of temporal channels in a time-domain picture: A pulse of
a bandwidth ∆ω narrower than the frequency ∆ω1, or a pulse width the temporal
duration ∆t larger than the decay time τd will not be significantly distorted spectrally
or temporally. With Eq. 2.22 and respectively Eq. 2.35 the expression for the number
of temporal or spectral channels is

Nt =
∆ω

∆ω1

≈ τd
∆t
≈ ∆ω0

Dπ2
L2. (2.40)
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Figure 2.7: Detecting ultra-short speckle pulses by spectral or temporal interferometry (a)
or by interferometric autocorrelation (b). D: photodetector; S: spectrometer; M: mirror;
BS: beam splitter; NC: nonlinear-crystal; F: filter.

We see that both the number of spectral and temporal channels scale with the square
of the dimension of the medium.

In this section we described the light transport through the random medium and
the typical properties of speckle pulses scattered from a random sample. In the
following, we discuss the experimental schemes for detecting these speckle pulses.

2.5 Ultrashort pulses - detection

The best time resolution which can be achieved by photodetectors is limited to about
one picosecond, which is one to two orders of magnitude slower than typical pulse
durations and two to three orders slower than an optical cycle in the visible range. In
order to bypass the limitation set to the direct detection, numerous types of charac-
terization techniques for ultra-short laser pulses have been developed in the last three
decades. The techniques can be classified in linear and non-linear, cross-referenced
and self-referencing, and complete and incomplete. Linear techniques have a higher
sensitivity than non-linear techniques, but are not always practical. Cross-referencing
techniques are usually more accurate than self-referencing techniques, but require a
known reference signal for the characterization of the unknown pulse. Some tech-
niques are incomplete and allow only partial extraction of information about the
pulse, but they are usually experimentally easier to implement than complete char-
acterization techniques. For a broad introduction on the topic we refer to the general
literature [62–64, 102]. In this section we single out the two main techniques which
we apply in our experiments to detect ultra-short speckle pulses.

2.5.1 Spectral and temporal interferometry

We have sketched the detection scheme of temporal and spectral interferometry in
Fig. 2.7a [103]. In the scheme of the classifications of methods made above, temporal
interferometry is linear, cross-referenced and complete. The unknown pulse is over-
lapped with a known reference pulse on a beam splitter. A photodetector records the
time-integrated interference signal as a function of the delay time τ of the reference
pulse,
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S(τ) =

+∞∫
−∞

|Esig(t)|2dt+

+∞∫
−∞

|Eref(t)|2dt+

+∞∫
−∞

E∗ref(t− τ)Esig(t)dt+ c.c. (2.41)

Fourier transformation of S(τ) yields the product E∗ref(ω)Esig(ω), from which we
can extract Esig(ω) providing that the reference signal is well-characterized. Exper-
imentally it is often more convenient to keep the time delay τ fixed and replace the
detector by a spectrometer which then records

S(ω; τ) = |Esig(ω)|2 +|Eref(ω)|2 +|Esig(ω)| |Eref(ω)| cos[ωτ+φsig(ω)−φsig(ω)]. (2.42)

From the Fourier-transform of S(ω), the cross-correlation in the time-domain is ex-
tracted, which is transformed back to the frequency domain to obtain E∗ref(ω)Esig(ω).
The approach was first applied to speckle characterization by Johnson et al. [97].

In the experiment described in chapter 3 we employ temporal interferometry, be-
cause it can be readily combined with an experimentally convenient implementation
of heterodyne detection [104]. We describe the experimental realization in Sec. 3.A.1.
For our purposes, heterodyne detection brings two advantages. Firstly, it provides
a high signal-to-noise ratio [104], which is crucial for the detection of weak speckle
pulses. Secondly, the recorded signal from the photodetector can be assumed pro-
portional to the amplitude of the electric field Esig(τ). Therefore the signal can be
directly used as a feedback for wave-front shaping optimization without any further
processing (see chapter 3).

Temporal and spectral interferometry as depicted in Fig. 2.7 are in principle single-
mode detection techniques and we will use them as such. One approach to fully
characterizing a spatiotemporal speckle field spatially and temporally is to spatially
scan the mode which is picked up and interfered with the reference signal. Scanning
the point of illumination and detection on a nanostructure can be used for spectral
interference microscopy [105]. A technically different approach is to use a spectrome-
ter with a 2D detector array (e.g., a CCD camera) and to record the spectrum as a
function of one spatial coordinate [106].

2.5.2 Autocorrelation

Autocorrelators are the standard tool used to monitor the output of a short-pulse
laser system [107, 108]. A variation of the technique allows us to characterize speckle
pulses inside a random medium, as we show in chapter 6.

We have schematically drawn a standard realization in a collinear alignment in
Fig. 2.7b. As the name indicates, the autocorrelation is a self-referencing technique.
The pulse which is to be examined is overlapped with a time-shifted replica on a non-
linear crystal (NC) in which the second (or higher) harmonic of the light is generated.
The harmonic signal is detected with a slow detector as a function of time-delay. The
detection can be performed by averaging over optical cycles (intensity autocorrela-
tion) or by resolving the each optical cycle of the interfering pulses (interferometric
autocorrelation).
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A disadvantage of the technique is that neither the intensity autocorrelation nor
the interferometric autocorrelation allow the full retrieval of the electric field Esig(t)
[63]. However, with prior knowledge about the spectrum or the pulse shape, the
pulse duration of laser pulses can be estimated in many cases. For speckle pulses we
know that they consist of mutually incoherent sub-pulses of a duration on the order
of the band-width limit. From the autocorrelation of speckle pulses we can obtain the
average duration of the sub-pulses and the overall distribution of the diffuse intensity.

A great advantage of the autocorrelation is the fact that it is self-referencing,
such that no reference pulse is required at the location of the nonlinear crystal.
Furthermore, the splitting of the pulse into two copies is a linear operation. Therefore
we can place the dispersive element (the random medium) either before or behind
the Michelson-type interferometer in Fig. 2.7b [109]. Going one step further, the
crystal can be placed directly inside the scattering medium. With this approach, we
demonstrate that we are able to measure the dispersion of an ultra-short laser pulse
in a small volume inside a random material (see chapter 6).

2.6 Analogies and differences between optics, mi-

crowaves and ultrasound experiments

Conceptually the wavefront shaping scheme in Fig. 2.1 can be implemented with all
types of waves. For certain proof-of-principle experiments, electromagnetic waves in
the microwave regime and ultrasound are appealing since the required experimental
apparatus is usually easier to handle than in the optical regime.

Ultrasound covers a frequency range form 100 kHz to 50 MHz. In water the wave-
length at 1MHz is 1.5mm. Compared to optics, the generation and detection of
signals is far simpler: piezo-electric ultrasound transducers act both as receivers and
emitters. The transducers can emit and receive signals over a large bandwidth, typ-
ically reaching a relative bandwidth of 100%, which by far exceeds the bandwidth
of optical systems. In this fashion they can be conveniently employed for time re-
versal experiments [39]. In chapter 7 we make use of this advantage in ultrasound:
We measure the broadband transmission matrix of a random medium, by scanning a
emitter-receiver pair on both sides of the medium. On the other hand, due to prac-
tical constraints of size and required electronics, the maximum number of individual
transducers is limited to about 102 spatial elements, which is much lower than the
number of degrees of freedom provided by a SLM in optics. The microwave regime
comes with similar advantages and disadvantages compared to optics. Microwave an-
tenna can emit radiation in the range from 1 GHz to 100GHz, corresponding to a free
space wavelength from 3 mm to 30 cm. Broadband signals over a large bandwidth
can be synthesized, and typical microwave antennas works equivalently as receiver
and emitter. Similar to acoustics, the number of spatial degrees of freedom are lim-
ited for practical reasons, due to the scaling of the antenna system and the connected
electronics.
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2.7. Summary

2.7 Summary

In this chapter, we presented and described the elements of a short-pulse wavefront
shaping experiment. First we provided a description for ultrashort light pulses. Then
we described the working principle of spatial light modulator applied to ultrashort
pulses and evaluated the options to shape short-pulse laser beams spatially, tempo-
rally and spatiotemporally. In the experiments presented in chapters 3, 5 and 6,
the described spatial light modulation scheme will be used. Thereupon we gave an
analytical description of the propagation of ultrashort laser pulses through multiple
scattering media. This description provides the basis for simulation in chapter 4 and
the modeling for all experimental chapters. At last we describe the two schemes for
the time-resolved detection of ultrashort laser pulses which are applied in the exper-
iments: We introduced temporal interferometry, which will be used in chapter 3 and
we illustrated the principle of the short-pulse autocorrelation, which is applied the
experiments in chapters 5 and 6.
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CHAPTER3

Control of light transmission through opaque
scattering media in space and time

We report the experimental demonstration of combined spatial and temporal control of
light transmission through opaque media. This control is achieved by solely manipulating
spatial degrees of freedom of the incident wavefront. As an application, we demonstrate
that the present approach is capable to form bandwidth-limited ultrashort pulses from the
otherwise randomly transmitted light with a controllable interaction time of the pulses
with the medium. Our approach provides a new tool for fundamental studies of light
propagation in complex media and has potential for applications for coherent control,
sensing and imaging in nano- and biophotonics.

Concentrating light in time and space is critical for many applications of laser
light. Broadband mode-locked lasers provide the required ultrashort light pulses for
multiphoton imaging [110, 111], nanosurgery [53], microstructuring [112], ultrafast
spectroscopy [113, 114] and coherent control of molecular dynamics or of nanooptical
fields [50, 51, 76]. Multiple random scattering in complex media severely limits the
performance of these methods, but often is an unavoidable nuisance in many systems
of interest, such as biological tissue or nanophotonic structures [115]. Spatially, ran-
dom scattering strongly distorts a propagating wavefront, creating the well-known
speckle interference pattern [116]. In the time domain, ultrashort pulses are strongly
distorted and widely stretched due to the broad path length distribution in multi-
ple scattering media [117]. These temporal and spatial distortions are not separable
[100].

The content of this chapter has been published as: J. Aulbach, B. Gjonaj, P. Johnson, A. P.
Mosk, and A. Lagendijk, Phys. Rev. Lett. 106 103901 (2011).
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There is a strong interest in improving applications of ultrashort laser pulses in
complex scattering media. Phase conjugation has been applied to spatially focus light
from a short-pulse laser source through a thin scattering layer [27]. Similarly, phase
conjugation is applied to correct distortions of the ballistic wavefront to improve the
resolution of two photon microscopy [118]. Coherent control of two-photon excitation
through scattering biological tissue has been demonstrated [119]. Those experiments
share the common limitation that the control is limited only to those photons that
take the shortest paths through the disordered media and arrive at the target volume
without being multiply scattered.

Recently it was demonstrated that random scattering can actually be benefi-
cial rather than detrimental for the performance of optical systems. Applying a
shaped wavefront of monochromatic light to a strongly scattering medium, Vellekoop
et al. achieved spatially controlled focusing in transmission [13] and on fluorescent
molecules inside the medium [14]. These findings have opened new possibilities for
imaging in optically thick biological matter [120] and allow trapping particles through
turbid media [121]. All of these studies used monochromatic light sources, and there-
fore only allowed spatial control over the scattered light. Related techniques which
allow coherent focusing in scattering media are known from ultrasound [40] and mi-
crowaves [42]. The frequency of those types of waves is low enough that electronic
transducers or microwave antennas can be used to time reverse waves, which redirects
the waves towards their source. This technique has successfully helped to improve
imaging resolution [39] and communication bandwidth [46, 122].

In this chapter, we generalize the concept of wavefront shaping to the regime of
broadband light. We report the first experimental demonstration of combined spatial
and temporal control of light transmission through random scattering media. By
only controlling spatial degrees on freedom of the incident wave, we control the field
amplitude at a selected point in space and time behind the sample. This enables
us to create an ultrashort pulse from the otherwise randomly transmitted light. We
can control the amount of time the optimized pulse stays in the sample and thereby
select the path length of the light through the medium.

In Fig.3.1 we show a simplified scheme of our experimental realization. Pulses

PD

Sample

SLM

Ti:Sa

Feedback

Pinhole
τ

Figure 3.1: Experimental setup (see text).

from a Ti:Sapphire laser (duration 64 fs, center wavelength 795 nm) illuminate a two-
dimensional phase-only spatial light modulator (SLM). The SLM pixels are grouped
into N independent segments each of which induces a controllable phase shift ∆Φi.
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The light is subsequently focused onto a layer of strongly scattering titanium dioxide
pigment (thickness L = 13.5µm, transport mean free path: lt = 1µm [123]). The
transmitted light appears as a spatiotemporal speckle pattern. In the experiment, we
optimize the field amplitude at a selected point in space and time. A pinhole fixes the
spatial coordinate. To fix the time, the speckle pulse is overlapped with a reference
pulse in a heterodyne detection scheme in a configuration similar to [124]. For an
extended technical and analytical description of this technique, we refer the reader to
appendix 3.A.1. The heterodyne signal exactly corresponds to the cross-correlation
of the speckle pulse and the reference pulse. Effectively, it is an instantaneous mea-
surement of the transmitted field amplitude at the delay time of the reference pulse
τ . This signal serves as a feedback for an optimization algorithm, which controls the
incident wavefront via the SLM.
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Figure 3.2: Optimized and random speckle pulses. (a) Amplitude of heterodyne signal of a
non-optimized pulse as a function of time delay, averaged over 50 random speckle pulses. (b)
Typical single random speckle pulse. (c)-(g) Amplitudes of single pulses after optimization
at different time delays which are indicated by the dashed arrows. The optimization has
been performed by dividing the SLM into 300 segments. The optimization generates strong,
short pulses from diffuse light. The zero delay position is at the maximum amplitude with
no sample. The plotted curves have been normalized to the maximum of the average non-
optimized heterodyne signal (factor 1.53 mV−1).

The principle of the experiment can be described as follows. Light reflected from
a single segment on the SLM is transmitted through the sample, giving rise to the
field Ei(t) at the detector. Its phase can be modified by a time-independent phase
shift ∆Φi via the SLM. The total field scattered into the detector Eout(t) is therefore
given by the sum over all segments

Eout(t) =
N∑
i=1

Ei(t)e
i∆Φi . (3.1)

Multiple scattering allows us to assume that the contributions Ei(t) from the
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Figure 3.3: Enhancement α versus selected time delay τopt for different number of segments
N on the spatial light modulator.

different segments at every single point in time t are uncorrelated random variables
with Rayleigh distributed amplitudes |Ei(t)| and uniformly distributed phases Φi(t)
[95]. For the non-optimized case, the resulting field Eout(t) can be viewed as the result
of a random walk in the complex field plane. After the optimization, all contributions
are in phase, adding up constructively. The average amplitude enhancement is given
by [13]

〈α〉 =
〈|Eopt|〉rms

〈|Ernd|〉rms

=
(π

4
(N − 1) + 1

)1/2

≈
(π

4
N
)1/2

. (3.2)

The derivation of this expression is included in the appendix 3.A.4. Since the instanta-
neous field amplitude is optimized, the instantaneous intensity accordingly increases,
with an average intensity enhancement η = α2. The simple model leading to Eq.
3.2 models the amplitude enhancement at one point in time, but does not provide a
prediction for the resulting pulse duration, i.e., the interval over which the amplitude
is enhanced. We address this point later in this chapter.

The non-optimized data was obtained by setting random phase values to the SLM
segments. The optimization algorithm adjusts the phase shifts ∆Φi such that the am-
plitude of the heterodyne signal is maximized. We performed the optimization at 20
equidistant time delays τopt between -1.05 ps to +13.6 ps. For each τopt, the optimiza-
tion was performed four times, with N = 12, 48, 192 and 300 segments, respectively,
each time starting from a new random phase pattern.

Our main result is displayed in Fig. 3.2, showing the amplitudes of both the
non-optimized (black lines) and the optimized (red lines) pulses for different time
delays τopt and N = 300 segments on the SLM. The long time-tail of the average non-
optimized transmission reflects the broad path length distribution which has been
observed in similar earlier studies [117]. The optimized amplitudes show sharp, dis-
tinct peaks with dramatically increased amplitudes at the desired time delay. We
can control the amount of time the optimized pulses stay in the sample by the time
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delay τopt, and by that we control the path length of the pulses through the sample.
Note that the heterodyne signal is proportional to the field amplitude, the intensities
exhibit even more pronounced optimized peaks.

The enhancement α versus time delay τopt is shown in Fig. 3.3. Its magnitude,
depending on the number of segments on the SLM, is constant from zero to several
picoseconds time delay. This result shows that our method works for short light
paths as well as for light paths more than ten times longer than the sample thickness.
For long time delays a continuous decrease of α is observed, which is related to the
noise level of the experiment. We include a quantitative analysis of this effect in
appendix 3.A.3.
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Figure 3.4: Average amplitude enhancement α (red dots) as a function of the square root
of the number of segments N . The solid line is given by the expected α = 0.90 (π4N)1/2,
without any free parameter.

Figure 3.4 shows the average enhancement in the constant regime in Fig. 3.3 versus
N together with the enhancement expected from theory (Eq. 3.2), 〈α〉 = σ(π

4
N)1/2.

The prefactor σ = 0.90 corrects for the non-uniform illumination of the SLM surface
with a truncated Gaussian beam, which effectively leads to a reduction of the number
of used segments (see appendix 3.A.4). Our model matches the data well with no
adjustable parameters.

The measurement of the output pulse duration reveals an interesting characteris-
tic of the optimization method. Independent of the time delay, the optimized pulses
have an (intensity) duration of ∆topt = 115 fs, calculated from the average width
of the cross-correlation peaks (Fig. 5). The optimized pulses are lengthened com-
pared to the input pulses (∆tin = 64 fs). What follows is a qualitative explanation of
this effect. Further details are included in appendix 3.A.2. The increased duration
corresponds to spectral narrowing due to the optimization procedure. Transmission
through the random medium introduces strong random phase and amplitude fluctu-
ations within the laser bandwidth (frequency speckle) [95]. This means that a single
segment of the phase plate, which adds an almost frequency-independent phase shift,
cannot optimize all frequencies equally well. The optimization is biased towards fre-
quencies of higher amplitude, since they contribute higher to the feedback signal.
Averaged over many SLM segments, these are the frequencies in the center of the
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Figure 3.5: Detailed cross-correlation scans after optimization with N = 300 segments
around the time delays τopt = 1.1 ps (a), 4.8 ps (b) and 8.5 ps (c), together with a Gaussian
fit (red lines). The width (FWHM) of the peaks shows no significant dependence on the
time delay, with an average of ∆τopt = (190 ± 7)fs.

Gaussian spectrum of the laser, resulting in a narrowing of the resulting spectrum.
We investigated the dependence of this effect on the number of segments N by a
numerical simulation, which generates random spectra based on the parameters of
our experiment. These spectra were Fourier-transformed and their sum optimized
in time to mimic our experimental optimization procedure. For a low number of
segments, the spectral amplitude and phase is dominated by the randomness from
the scattering. For an increasing number of segments, the optimized pulses exhibit
an increasingly smooth Gaussian amplitude and a flat spectral phase, with a band-
width narrower than the input spectrum. The resulting pulse duration converges to
115 fs, in perfect agreement with our experiments. The method is capable of creating
bandwidth-limited pulses, but since it is based on linear interferometry, the optimiza-
tion can be equally applied to adapt other pulse shapes or likewise to compensate
material dispersion present in the optical path.

The time-integrated intensity (energy) of the pulse with the highest peak depicted
in Fig. 3.2 is 13.5 times higher than the energy of the average non-optimized pulse.
In addition to the temporal optimization, overall more light is transmitted into the
detected channel, demonstrating that the scattered light is controlled spatially and
temporally. A SLM alone, without a random scattering medium, offers only spa-
tial control, while frequency domain pulse shaping techniques [59] provide temporal
control only. Our method exploits the mixing of spatial and temporal degrees of
freedom by the random medium [100], to control the transmitted light in two spatial
and one temporal dimension by only controlling spatial degrees of freedom on the
two-dimensional SLM. On the one hand, the conversion of spatial degrees of freedom
into temporal ones comes to the price of a speckle background, which on the other
hand is easily outweighed by the enormous number of degrees of freedom provided by
state-of-the-art SLMs. The large number of controllable spatial degrees of freedom is
a great advantage over frequency domain pulse shaping techniques. Spatiotemporal
control of the light field allows a far more generalized application of present coherent
control schemes and marks a further step towards optical time reversal.
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In the experimental realization presented here, we optimized the pulse front using
linear interferometry as feedback signal. The optimization of a non-linear response,
like second-harmonic generation, will also lead to a comparably optimized pulse [125].
Using second-harmonic emission from nanoparticles [27] or two-photon fluorescence
from dyes such as fluorescent proteins [111] would enable focusing ultra-short pulses
inside complex media such as biological tissue, in which the propagation of near-
infrared light is dominated by multiple scattering [120]. Given the high signal to
background ratio and the enhancement of energy delivered to the selected speckle
spot, we envision that our method can improve approaches for selective cell destruc-
tion in tissue [126]. In view of its potential for sharp focusing, it opens interesting per-
spectives for nanofabrication, nanosurgery and other micromanipulation techniques.

Up to now we have not discussed the spatial extent of the optimized pulse. We
use a pinhole to select a single speckle spot in the Fourier plane of the sample for
optimization. We know that transmitted fields in adjacent speckle spots are uncor-
related [127], from which we can conclude that the optimization is indeed limited
to the selected area (see appendix 3.A.6). An important future direction would be
to investigate the spatial extent of the optimized pulse as a function of delay time
[128]. A combination with spatial scanning allows the measurement of the trans-
mission matrix of the medium [18] in one temporal and two spatial dimensions. For
Anderson-localizing samples [129], the size of the optimized speckle should be strongly
time-dependent [130].

In conclusion, we have experimentally demonstrated that spatial wave front shap-
ing of a pulse front incident on a strongly scattering sample gives spatial and temporal
control over the scattered light. Our approach provides a new tool for fundamental
studies of light propagation and has potential for applications in sensing, nano- and
biophotonics.
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3.A Appendix

The appendix to chapter 3 is structured in six sections. Section 3.A.1 contains a
detailed technical description of the experimental setup and the optimization algo-
rithm. In Sec. 3.A.2 we provide a detailed description of the experiment, followed by
numerical simulations for the pulse duration of the optimized pulses. In Sec. 3.A.3
we analyze the influence of noise on the enhancement. In Sec. 3.A.4 we derive the
correction factor for the non-uniform illumination of the spatial light modulator.
Section 3.A.5 contains the sample characterization based on the time-resolved trans-
mission measurement. In Sec. 3.A.6 we experimentally demonstrate that the resulting
spatial focus from the wavefront shaping experiment is limited to the size of a speckle
spot of the transmitted field.

3.A.1 Experiment
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Figure 3.6: Experimental setup (see text).

Wave-front shaping interferometer

The polarized ultra-short pulses are provided by a Ti:Sapphire laser (Tsunami, Spec-
tra Physics) at a central wavelength of 795 nm with a pulse duration of 64 fs at a
repetition rate of 80 MHz.

In the signal arm, the beam is first expanded to illuminate the pixel array (16
by 12 mm) of the phase-only spatial light modulator (SLM)(X10468, Hamamatsu).
The SLM pixels are grouped into N independent segments each of which induces a
controllable phase shift ∆Φi, which is within 2 % constant over the bandwidth of
the laser. The reflected modulated wavefront is separated from the incoming beam
by a beam splitter and subsequently focused onto the sample (f1 = 100 mm). The
scattering medium is a L = 13.5µm thick layer of titania pigment (DuPont R902)
spray-coated on a BK7 substrate with a transport mean free paths of lt = 1µm
for light of the laser wavelength. For the segmentation of the SLM into 300 square
segments, light from a single segment (d1 = 0.8 mm) is focused into a spot of d2 ≈
100µm on the sample surface, which is also the upper limit of the spot size for the
complete incoming wave-front, independent of the applied spatial phases. The size
of the diffuse spot on the backside of the sample is given by d2 ≈ d3, the influence
of the diffusion on d3 is negligible since d2 � L. The transmitted light appears
as spatiotemporal speckle pattern. At the position of the collimating lens (f2 =
200 mm), the speckle size is ds ≈ 3 mm.
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In the reference arm, two acousto-optical modulators (AOM) shift the light fre-
quency by 40 kHz, which enables heterodyne detection of the transmitted pulses
[124].

The interference between the light of both arms is measured with a photodetector.
In front of the detector a pinhole (diameter 500µm) selects light of a single speckle
spot, corresponding to the forward scattered light. In Fig. 3.1 of the manuscript the
pinhole is shown directly after the lens for a clearer illustration; the actual distance
of the pinhole to the lens does not affect the selection of the speckle; the position
in front of the detector in more practical - only the light from the reference arm
arrives at the detector, which also contributes to the interference. A dual-output
lock-in amplifier demodulates the signal from the photodetector giving out both the
amplitude and the relative phase of the cross-correlation. In order to only measure
the relative phase changes caused by the sample and the SLM, the material dispersion
in the AOMs is compensated by a crystal of the same material (AOM crystal) in the
signal arm before the combining beam splitter. The limited bandwidth of the AOM
assembly narrows the spectrum of the reference pulses by 13%. The time-resolution
of the setup, given by the duration of the input pulses, therefore increases slightly
by the same percentage. Amplitude and phase of the speckle pulses will not change
significantly within this duration. The heterodyne signal, the amplitude of the field-
field cross-correlation, is therefore effectively an instantaneous measurement of the
transmitted field amplitude at the delay time τ .

In the following section we describe the optimization algorithm which addresses
the SLM during the wavefront shaping experiment.

Optimization algorithm

The optimization algorithm sequentially shifts the phase value of each segment ∆Φi

from +0π to +2π in eight steps and sets the phase value back to its start value before
addressing the next segment. For each step and each segment the amplitude of the
heterodyne signal is recorded from the lock-in amplifier. After that, for each pixel the
amplitude versus phase shift is fitted with a cosine function to determine the phase
value ∆Φi,opt with the maximum feedback signal. Finally, the set of optimal phase
values ∆Φi,opt is written to the SLM to form the optimized pulse.

3.A.2 Duration of the optimized pulses

In the experiments we have observed that the optimized pulses are lengthened in
comparison with the input pulses. This increase in pulse duration can be caused
either by spectral narrowing or by spectral dispersion or, in the general case, by a
combination of both effects. In this section we will show that both effects play a role
in our experiment, and that their relative contribution depends on the number of
segments used in the optimization. In the following we first give a rigorous analytical
description of the experiment. Then we present numerical simulations, which describe
how the spectrum and the spectral phase of the optimized pulses depend on the
segmentation of the spatial light modulator.
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Heterodyne feedback signal - analytical description

The heterodyne signal R(τ) serves as the feedback signal for the optimization algo-
rithm. It is proportional to the modulus of the field-field cross-correlation C(τ) of the
pulse transmitted through the signal arm of the Mach-Zehnder interferometer,Esig,
and the reference pulse Eref , where τ is the time delay of the reference pulse. It is
given by

R(τ) = a |C(τ)| = |F−1{Esig(ω)E∗ref(ω)}| (3.3)

where a is an experimental proportionality factor, F−1 denotes the inverse Fourier
transform. We can separate each contribution into the ingoing light from the source
and a transfer function H(ω), which describes the phase and amplitude changes
induced in the respective interferometer arm,

C(τ) = F−1{|Esource(ω)|2H∗ref(ω)Hsig(ω)}. (3.4)

Characteristic for linear interferometry, C(τ) is only dependent on the intensity spec-
trum of Esource, but independent of its phase. In our experimental realization, Href(ω)
is dominated by the acousto-optical modulators (AOMs), which introduce dispersion
and slightly narrow the spectrum. Hsig(ω) contains the contribution of the spatial
light modulator (SLM), the opaque scattering medium and the lead molybdate crys-
tal. The latter precisely compensates the dispersion of the AOMs, such that we can
neglect the contribution of the crystal in the signal arm and assume Href(ω) to be
real. The light transmission from the N segments of the SLM through the sample
is described by the sum over N independent, complex transmission matrix elements
ti(ω), which can be altered by an individual phase shift ∆Φi. In fact, the phase shift
is approximately linearly dependent on frequency, but can be considered constant
over the bandwidth of the laser in our experiment,

C(τ) = F−1{|Esource(ω)|2|Href(ω)|
N∑
i=1

ti(ω)ei∆Φi}. (3.5)

Writing out the Fourier transformation and splitting up ti(ω) in amplitude and phase,

C(τ) =

+∞∫
−∞

dω|Esource(ω)|2|Href(ω)|
N∑
i=1

|ti(ω)|ei[Φi(t)+∆Φi]eiωτ (3.6)

we can see that the optimization at a selected delay time τ = τopt maximizes the
integral over the linear combination of the phase terms.

Spectral narrowing

From Eq. 3.6 we can deduce that the optimization will intrinsically lead to spectral
narrowing of the focused pulses. The optimal set of phases ∆Φi maximizes the
integral over the linear combination of the phase terms. This integral is weighted
by the spectral amplitude of the reference pulse and of the randomly transmitted
pulses. Because the central part of the input spectrum, where this weight is highest,
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contributes more to the feedback signal than the wings of the spectrum to a smaller
extent, we can expect that the optimization will lead to spectral narrowing.

We calculated the weighting factor |Esource(ω)|2|Href(ω)| for our experimental pa-
rameters. Assuming that the spectral amplitude is only filtered by this weighting
factor, without any further spectral distortion, we calculate that the final pulse has a
Fourier-limited pulse duration ∆t = 115 fs. This calculated results perfectly matches
the observed pulse duration in the experiment.

This simplistic calculation assumes that the WFS optimization has fully compen-
sated for fluctuations of the spectral phase. From our experimental data alone we are
not able to distinguish this ideal situation from the case that the same pulse duration
results from a slightly broader spectrum, but with remaining phase distortions. In
the following we will present numerical simulations which show how the optimiza-
tion converges to a Fourier-limited focus as a function of the number controlled SLM
segments.

Spectral narrowing as a function of N - simulations

General procedure. N temporal speckle pulses are generated, each representing
the contributed field Ei(t) at the detector, originating from one of the N segments
on the SLM. For each randomly generated temporal speckle pulse the phase shift is
determined which optimizes the heterodyne signal for a reference pulse delayed to the
time τopt. Afterwards, the sum of all contributions with the respective optimal phase
shift is calculated. Finally the width of the peak in the heterodyne signal ∆τopt and
the pulse duration ∆topt are determined.

Description step by step. In the following the simulation is described in detail.
We use the measured spectra of the reference and the signal pulse at the detector to
simulate the pulses:

1. Generate a Gaussian shaped input pulse Ein(ω) and a Gaussian shaped reference
pulse Eref(ω) with flat spectral phase using the values of the experimentally
measured bandwidth.

2. Generate a frequency-dependent transmission coefficient ti(ω), which connects
the field on the SLM segment i and the detector. For this, the algorithm
described in chapter 4.1 is applied, using the experimental parameters obtained
for the sample characterization described in appendix 3.A.5.

3. The transmitted field originating from segment i is Ei(ω) = Ein(ω)ti(ω).

4. Calculate the cross-correlation for the contribution Ci(τ) = F−1{Eref(ω)E∗i (ω)}
by fast Fourier transform.

5. The optimized contribution is calculated Ei,opt(t) = Ei(t)e
−i∆Φi , where ∆Φi is

the phase of Ci(τopt).

6. Repeat Steps 1-6 for N times, virtually creating N pulses originating from N
segments on the SLM.
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7. Create the optimized output pulse Eout,opt(t) =
∑
i

Ei,opt(t).

8. Create the Fourier-limited pulse from the optimized output pulse, Eout,opt,Fl.

9. Calculate the cross-correlation Cout,opt.

10. Determine the intensity pulse duration ∆topt (FWHM) from |Eout,opt(t)|2, the
pulse duration of same pulse compressed to the Fourier-limit ∆topt,Fl from
|Eout,opt,Fl(t)|2, and the width of the peak of the heterodyne signal ∆τopt from
|Cout,opt(τ)|.

∆topt

∆topt,Fl

∆τopt

W
id

th
 (
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)

Number of SLM segments N

104

100
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200

103102101

Figure 3.7: Results from numerical simulations. Width (FWHM) of heterodyne signal
∆τopt (triangles) and pulse duration ∆topt(squares) of the optimized output pulse, and the
Fourier-limit ∆topt,Fl of the optimized pulses (circles).

Results. We performed a series of the simulation for increasing number of segments
N . The pulse durations obtained from simulations are shown in Fig. 3.7. The width
of the peak of the heterodyne signal (FWHM) converges to a fixed value of ∆τopt =
(192 ± 1)fs. The duration of the optimized pulses is merely constant, fluctuating
around a mean value of ∆topt = (115 ± 1)fs, with fewer fluctuations for larger N .
The results for ∆τopt and ∆topt perfectly match the result from the experiment.

The results show that the Fourier-limited duration of the optimized pulse increases
with the number of pixels and converges to the value of ∆topt. The gap between the
duration of the optimized pulses and their Fourier-limited duration indicates that the
optimized pulses are lengthened by a non-flat phase for a low number of segments.
For an increasing number of segments ∆topt and ∆tBW converge, which means that
the optimized pulses are Fourier-limited, with a somewhat narrower spectrum than
the input pulses. We conclude that in the case of our experiment with N = 300
segments, the optimized pulses are close to the Fourier-limit.
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Figure 3.8: Average contribution of a single SLM segment to the total heterodyne signal for
a different number of segments (coloured symbols). For long delay times the contribution
drops below the noise level (black line), which reduces the effectiveness of the optimization.

3.A.3 Influence of noise

In the experiment we have observed that the enhancement α decreases at long delay
times, which we attribute to noise. In this section, we quantitatively analyze this
effect.

The influence of the noise level on the enhancement α is illustrated in Fig. 3.8,
comparing the noise on the heterodyne signal (line with squares) with the averaged
contribution from a single SLM segment to the total detected signal (symbols). The
noise level (black squares) was determined from the standard deviation of a large
number of measurements with the same random phase pattern, where the heterodyne
signal is measured 300 times at each time delay of the reference pulse. The average
contribution from a single SLM segment (coloured symbols) was determined for dif-
ferent number of segments N from the measured average oscillation of the recorded
heterodyne signal when the phase shift ∆Φi of the segments was cycled during the
optimization procedure.

For time delays above about 9 ps, the average contributions from the optimiza-
tion with 300 segments drops below the noise level, the measurements with lower N
following at longer time delays. In this regime the optimal phase shift is not found
any more, which explains well the drop of enhancement η observed in the experiment.

3.A.4 Enhancement factor and correction for non-uniform
illumination of the spatial light modulator

In this section we provide an analytical description of the enhancement factor α,
including the correction factor σ, which accounts for non-uniform illumination of the
spatial light modulator (SLM).

At a given time t, we assume a circular complex Gaussian distribution for the
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electric field contribution by segment i,

p(Ei) =
1

2πA2
i

e
− |Ei|

2

2A2
i (3.7)

with an average (root mean square) field amplitude 〈|Ei|〉rms =
√

2Ai, Ai being
proportional to the input field amplitude. The overall time dependence of Ai, which
we neglected here, is identical to the behaviour of the amplitude shown in Fig. 3.9.
For a uniform illumination of the SLM all Ai are identical, in our case we have to
take the Gaussian profile of the beam into account.

For N segments, the probability distribution of the non-optimized combined field
is given by [131]

p(Ernd) =
1

2πN(
∑
A2
i )
e
− |Ernd|

2

2(
∑
A2
i
) (3.8)

=
1

2πN〈A2〉
e
− |Ernd|

2

N〈A2〉 , (3.9)

with an average non-optimized amplitude 〈|Ernd|〉rms = (2N〈A2〉)1/2, with 〈A2〉 being
averaged over all the amplitudes Ai on the SLM surface.

After an optimization with N segments, the average outgoing field is

〈|Eopt|〉rms =

 +∞∫
−∞

N∏
i=1

1

2πA2
i

e
− |Ei|

2

2A2
i (

N∑
i=1

|Ei|)2dE1 ... dEN

 1
2

(3.10)

=

(
2N〈A2〉+

N(N − 1)

2
π〈A〉2

) 1
2

(3.11)

The average enhancement is consequently defined by

〈α〉 =
〈|Eopt|〉rms

〈|Ernd|〉rms

=

(
1 +
〈A〉2

〈A2〉
π

4
(N − 1)

) 1
2

'
(
〈A〉2

〈A2〉
π

4
N

) 1
2

(3.12)

which reduces to (π
4
N)1/2 if we assume a uniform illumination of the SLM surface

such that Ai are equal. To determine σ = (〈A〉2/〈A2〉)1/2 for our experiment, we
determined the field distribution on the SLM surface by measuring the beam dimen-
sions in front of the device, resulting in σ = 0.90. The average intensity enhancement
η [13] is given by η = α2.

3.A.5 Time-resolved transmission measurements

In this section we analyze the average time-resolved transmission through the scat-
tering sample. From the measurements we calculate the diffusion constant and the
C1 frequency correlation, which is used in the simulations in appendix 3.A.2.

The scattering medium consist of a layer of titania pigment (DuPont R902, thick-
ness L =13.5µm) spray-coated on a BK7 substrate. The transport mean free path
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Figure 3.9: Average amplitude of field cross-correlation of a non-optimized pulse as a
function of the time delay of the reference pulse, averaged over 50 random phase patterns
(black dots). The data has been fitted with a single exponential decay (red line). The origin
was defined by the maximum of a reference measurement without a scattering sample in
the optical path.

in this material is lt =1µm measured at 795 nm [123].
Figure 3.9 (black dots) shows the average intensity, calculated by the square of

the average non-optimized heterodyne signal, as a function of the time delay. The av-
eraging has been performed over 50 random phase patterns. In the regime of diffusive
light transport, the long time behaviour of the average amplitude can be described by
a single exponential decay: I(t) = I0e

−t/τd [117]. The time constant τd is the decay
time as defined by Eq. 2.22. Figure 3.9 (red line) shows the fit of the data by the model
on the logarithmic scale log I(t) = log I0− t/τd, giving τd = 1, 00± 0, 01 ps. The data
is described well by a single exponential decay, indicating a diffusive light transport
through our sample. We calculated the diffusion constant D ≈ L2/(τdπ

2) = 18, 5m2/s
and a C1 frequency correlation δωcorr ≈ 2.92/(πτd) = 0.92 · 1012s−1 [117].

3.A.6 Spatial extent of the focal spot

In this section we show that the spatial extent of the spatiotemporal focus is limited
to the typical size of a speckle spot of the transmitted speckle field.

For this measurement the optical setup as shown in Fig. 3.6 was slightly extended.
We placed a flip mirror between the combining beam splitter and the pinhole which
directs the transmitted light to a CCD camera (AVT Dolphin F145B). The camera
was positioned such that the CCD chip had the same distance to the back interface
of the scattering medium as the pinhole. Without the flip mirror in the optical path
the field in an area of a single speckle spot is detected with time-resolution. With
the flip mirror several speckle spots can be spatially resolved by the camera without
time-resolution.

We performed the following experiment. First, we recorded the speckle pattern
on the camera with a random phase distribution on the SLM segments. Afterwards
we directed the light to the pinhole and optimized the amplitude at the delay time
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Figure 3.10: (a) Camera image of the transmitted speckle field with a random wavefront
incident on the medium. (b) Camera image of the transmitted light after a wavefront
shaping experiment with a temporal focus comparable to Fig. 3.2c. The light is spatially
focused. (c+d) Plot of the autocorrelation of the speckle pattern before wavefront shaping
(black line) with a cross-cut through the maximum of the focal spot after wavefront shaping
(grey triangles).
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1 ps with a wavefront segmented into 192 segments. The peak amplitude at the focal
time is enhanced by a factor of α = 12, comparable to the result summarized in
Fig. 3.3. After the WFS experiment, we directed the light to the camera again and
recorded the speckle field.

The results are illustrated in Fig. 3.10. Before the WFS experiment the camera
image shows a random speckle pattern (Fig. 3.10a). After the wavefront shaping ex-
periment the light is spatially focused (Fig. 3.10b). We calculated the autocorrelation
function of the random speckle pattern and compared it to the size of the focal spot
after WFS. Both in the x- and the y-direction of the images, the speckle correlation
and the focal spot are of the same width with a full width at half maximum of FWHM
= 1 mm at the camera position (Fig. 3.10c+d).

In conclusion, the spatial extent of the spatiotemporal focus is limited to the size
of a speckle spot.
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CHAPTER4

Analysis of linear and nonlinear feedback methods
based on numerical simulations

In the first part of this chapter, we describe a general way to simulate the speckle wave
field scattered from a random scattering medium. In the second part, we use the approach
to generate random speckle pulses for simulations of short-pulse wavefront shaping exper-
iments. We introduce the concept of short-pulse wavefront shaping with a slow nonlinear
detector. We show based on simulations that temporal focusing is achieved even when the
nonlinear detector response is slower than the pulse duration. The experimental realiza-
tion of this concept will be presented in chapters 5 and 6. The approach is investigated in
terms of achieved pulse duration and the convergence behaviour of the wavefront shaping
optimization. The particular case of the investigated optimization of a nonlinear feedback
signal illustrates a benefit of the simulations: We find that the result of the optimization
depends on the starting conditions. Since we can readily simulate a large number of
wavefront shaping optimizations, we can gain valuable information on the statistics of the
optimization results which are otherwise hard to obtain from an experiment.

4.1 Generation of speckle pulses

4.1.1 Algorithm

In this section we describe the generation of the random speckle pulses, which are the
basis for the simulations in the following sections. The algorithm generates a discrete
time signal Ei[ti] which represents the speckle pulse amplitude from transmission
through a random medium over a uniformly spaced times ti = i∆t, i = 1, 2, ..., N .
The sampling rate ∆t−1 is thereby set such that an optical cycle in the relevant
frequency range is sufficiently sampled and the sampling interval tmax = N∆t is
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Figure 4.1: Main steps of the speckle pulse algorithm (right), together with an example
data set which is illustrated after each step (left). 1. The real part of generated set Ei
is plotted over the frequency wi. The values of Ei are uncorrelated and extend over the
full spectrum. 2. The real part of the filtered set Ei is plotted at each frequency wi,
together with the used filter Si, which represents the Gaussian shaped laser spectrum. 3.
The real part of the time series after Fourier transform. A random pulse train is visible,
which extends over the full time range of the calculation. 4. The real part of the of the
time series after filtering is plotted at each time ti, together with the filter Ii. Now the
field represents a random speckle pulse, which shows the typical exponential decay. Note
that the frequency and bandwidth of the filter Si has been chosen in the terahertz regime
with a large bandwidth for and illustrative purpose. For the same reason, the plots on the
right-hand side do not show the full sequences, but rather are cut to highlight respectively
the range of lower frequency or earlier times.
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chosen such that the dynamics of the modeled system are fully described. The main
steps of the algorithm are:

1. Generation of ‘white noise’ in the frequency domain. Generate a set of N uncor-
related random numbers Ei, i = 1, 2, ..., N , where each element represents the
complex electric field at the respective frequency ωi = i 2π/tmax, i = 1, 2, ..., N .
The values of Ei are drawn from a circular complex gaussian distribution [98],
of which the mean value is zero and the variance is arbitrarily chosen to 1.

2. The set Ei[ωi] is multiplied element-wise by the filter Si[ωi] which represents
the spectral amplitude function of the laser pulse. In the illustration in Fig. 4.1,
a Gaussian shaped spectral function is used.

3. A N-point complex discrete Fourier transform transforms the signal into the
time domain.

4. In the time domain, the sequence is again multiplied element-wise by a second
filter Ai[ti], where the elements of A represent the square root of the ensemble-
averaged time-dependent (intensity) transmission of the system of interest. For
a random slab A is calculated by Eq. 2.18.

The performed algorithm is related to algorithms applied in telecommunications re-
search [132]. In that research field, the random modulation of the magnitude of a
signal is termed ‘Rayleigh fading’, referring to the underlying probability distribution
for the process.

Before using the generated speckle pulses for simulations of wavefront shaping
experiments, we verified that their speckle statistics agree with the predictions from
theory.

4.1.2 Statistical properties

Here we show that the statistics of the simulated speckle pulses agrees with theory.
We have illustrated the comparison of simulations and theory in Fig. 4.2. Fig. 4.2a+b
show a simulated speckle pulse in the time domain and the frequency domain gen-
erated for parameters typical to our experiments. We generated N = 1000 such
random speckle pulses and numerically evaluated the average statistical properties
of the transmission coefficients tab(ω) within the FWHM bandwidth of the Gaussian
spectral amplitude (Fig. 4.2c-e). We determine the frequency-frequency correlation

C(1)(∆ω), the distribution of the group delay time P (φ̃′) and the distribution of the

weighted delay time P (W̃ ). Each quantity is plotted together with the theoretically
values calculated by the respective Eqs. 2.34, 2.36 and 2.38. The simulations are in
excellent agreement with theory.

4.1.3 Summary and outlook

In this first section we presented a generic method to simulate a random realization
of the wave field scattered from a medium. The approach to generate speckle pulses
is easy to implement and can be applied to a wide range of simulations in random
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systems. In this chapter we restrict ourselves to simulations of the transmission from
independent incident to independent outgoing scattering channels. The approach
can be extended to the multiple channels by incorporating the corresponding spatial
correlation functions (see section 2.4.2).

In the following sections we use the presented algorithm to numerically investigate
different WFS scenarios and make predictions relevant for the experiments which will
follow in the chapters 5 and 6. In a similar fashion the algorithm was already used
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Figure 4.2: Simulated speckle pulses and statistical analysis. (a+b) Transmitted speckle
field for a bandwidth limited pulse (duration ∆t = 70 fs, center wavelength λ = 800 nm)
through a semi-infinite slab (thicknessL = 20µm, diffusion constant D = 58 m2/s). (c-e)
Average statistics of N = 1000 speckle pulses: the C1-correlation (c), the distribution of

the group delay time P (φ̃′) (d) and the distribution of the weighted delay time P (W̃ ) (e).
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for simulations in the preceding chapter (see appendix 3.A.2).

4.2 Short-pulse WFS with a slow nonlinear detec-

tor

In this section we demonstrate by simulations that short-pulse wavefront shaping can
achieve temporal focusing with slow detectors, if the detector has a response with a
nonlinear dependency on the incident intensity.

In chapter 3 we demonstrated short-pulse wavefront shaping, where the time-
resolved feedback signal was provided by a gating pulse. This approach is powerful,
as it enables in principle a full characterization of the transmitted wave field and full
control over the spatiotemporal focus. However, a time-resolved detection scheme
in optics requires a relatively complex experimental apparatus, which is not always
practical. Here, we pursue and alternative approach: We demonstrate by simulations
that short-pulse wavefront shaping can achieve temporal focusing with slow detectors,
if the detector has a response with a nonlinear dependency on the incident intensity.
By ‘slow’ we here mean that the detector response time is slower than both the initial
pulse duration of the laser source and the typical traversal time for the waves through
the medium to the detector. The idea is related to frequency-domain pulse shaping
techniques, where the adaptive optimization of a nonlinear feedback signal is used for
pulse compression [133].

4.2.1 Comparison of linear and nonlinear detection

In the following we show that a nonlinear response of the slow detector is required for
temporal focusing. We simulated two wavefront shaping experiments. For the first
one the feedback signal from the target spot was generated by a slow detector response
which scales linearly with the intensity of the incident light. In the second simulation,
the slow detector had a nonlinear response. We performed the simulation for a scalar
electric field. N = 300 independent SLM segments were used. The undistorted pulse
had a Gaussian spectral function around the center wavelength λ = 800 nm and a
Fourier-limited pulse duration of ∆t = 100 fs. The transmitted speckle pulses were
generated for a semi-infinite slab of thickness L = 20µm and a diffusion constant
D = 18.5 m2/s. At the detector, each of the N segments contributes the speckle
pulse Ei(t), which we generated by the algorithm described above in section 4.1.1.
The linear detector response is calculated by

S1 = α1

∞∫
−∞

|E(t)|2 dt (4.1)

and the nonlinear second-order response is calculated by

S2 = α2

∞∫
−∞

|E2(t)|2 dt. (4.2)
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Figure 4.3: Results of two simulated wavefront shaping experiments in which either S1

(Eq. 4.1) or S2 (Eq. 4.2) are optimized. (a) Enhancement of S1 when S1 is feedback signal
(black line) and when S2 is feedback signal (grey line). (b) Corresponding plot for S2.
(c) Amplitude |E(t)| at the detector at the start of the simulation (grey line) and after
optimization of S1 (black line). (d) Amplitude |E(t)| at detector after optimization of S2.
(e) Spectral amplitude |E(ω)| of the unscattered pulse (grey line) and at the detector after
optimization of S1 (black line). Both spectra have been normalized to unity integrated
intensity. (f) Spectral amplitude |E(ω)| after optimization of S2.
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4.2. Short-pulse WFS with a slow nonlinear detector

The proportionality constants α1 and α2 were chosen to be one in the simulations.
For both wavefront shaping experiments we used the standard closed-loop sequential
optimization algorithm performed to maximize S1 and S2 respectively. We performed
multiple successive iterations of the algorithm for both cases.

The results of the simulations are illustrated in Fig. 4.3. In both simulations the
feedback signals S1 (see Fig. 4.3a) and S2 (see Fig. 4.3b) increased monotonically
and converged after a few repetitions of the algorithm. Here we define ‘convergence
reached’ when the feedback signal during a full iteration of the algorithm increases by
less than a fraction 1/N. The optimization of S2 converged within three iterations,
whereas the optimization of the linear response S1 converged only after the sixth
iteration. For the optimization of the linear signal S1, the non-optimized signal
S2 is also significantly increased (Fig. 4.3a). Vice versa, the optimization of S2 is
accompanied with an increase of the non-optimized signal S1 (Fig. 4.3b). The focused
fields differ significantly both in the time domain and by their spectral shape. After
the optimization of S1, the temporal amplitude is enhanced in a time interval of a few
picoseconds around the maximum of the random transmission (Fig. 4.3c). A temporal
focus on the time scale of the input pulses is not observed. The spectral amplitude
changes randomly with frequency, with strongly enhanced components in center of
the spectrum (Fig. 4.3e). After the optimization of S2, the temporal amplitude is
significantly enhanced only at a single point in time (Fig. 4.3d). The spectral shape is
approximately Gaussian with far less random distortions than observed in the linear
case (Fig. 4.3f). The width is narrower than the spectrum of the undistorted pulses,
which we investigate in more detail in Sec. 4.2.3.

The results can qualitatively be explained in the following way. The optimization
of the linear signal S1 enhances the frequency components which contribute with
the highest intensity at the detector. These are the components from the center
part of the input spectrum with the highest transmission coefficients. Since highest
transmission coefficient are most likely connected to a phase delay time around the
average traversal time τt of the light through the medium (see Eq. 2.38 and Fig. 4.2d),
the focused pulse is concentrated in a time window of duration on the order of τt.
However, the optimization of S1 does not lead to a temporal focus on the order of
the input pulse duration.

In contrast, the optimization of the nonlinear signal S2 leads to a temporal focus.
This makes sense intuitively as S2 describes a two-photon process, which yields the
highest outcome when all light arrives at the same time. In the following, we elaborate
how this intuitive view applies to our experiment.

It is helpful to compare the short-pulse WFS approach to pulse shaping: In a
pulse shaping process the total pulse energy is conserved and the intensity is only re-
distributed temporally. Earlier results proved that among the temporal distributions
which can be synthesized by the pulse shaper, the shortest pulse yields the highest
second-harmonic signal. In turn, an adaptive optimization of a second-order feedback
signal starting from a random temporal pulse shape converges to a short pulse [133].
For the pulse shaping scenario the statement from above directly applies: The more
the pulse is compressed the higher is the yield of the nonlinear process.

Our short-pulse wavefront shaping approach is substantially different from the
pulse shaping scenario: Here the scattered light is redistributed spatially, and the
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Figure 4.4: (a) Optimized pulse from simulation (grey dots) with Gaussian fit. (b) Dis-
tribution of focus pulse duration ∆tfocus from 500 optimizations, each with a different
transmission matrix T (ω). (Parameters for the simulations: Ns = 300 segments, Ni = 4
iterations with sequential algorithm, input pulse duration ∆t = 67 fs, center wavelength
λ = 840 nm, slab thickness L = 20µm, diffusion constant D = 18.5 ms/s)

temporal distribution of the intensity at one spatial coordinate changes only as a
consequence of the spatial redistribution of the scattered light. For the purpose of
spatial focusing, the speckle wave field is shaped to interfere constructively at one
point in space. The result of the optimization of the time-integrated linear feedback
S1 shows that this spatial focusing is not necessarily linked to forming a short pulse.
We can additionally focus the light temporally exploiting the limited coherence time
of the speckle field as demonstrated in chapter 3: The focused light only interferes
constructively at one point in space and within the coherence interval.

We compare two short-pulse WFS gedankenexperiments to show why the opti-
mization of S2 leads to temporal focusing: In the first one, all controlled channels
of the wavefront are used to focus the pulse at one point in time and space. In the
second gedankenexperiment, we focus at the same spatial coordinate, but dedicate
respectively half of the segments to two separate points in time. Two separate sub-
pulses are formed, with a peak intensity of about half the height compared to the
peak in the first experiment. Applied to the nonlinear detector described in Eq. 4.2,
the pulse from the first experiment will yield a signal about two times higher signal
than the double-pulse from the second experiment. If the number of separate tempo-
ral foci would be increase from two, the difference would only be higher. From this
gedankenexperiment we can conclude that the adaptive optimization of the nonlinear
feedback will be biased to form a single temporal focus.

The resulting spectrum can be explained by two counter-balancing effects: Similar
to the linear case, the spectral amplitude is narrowed compared to the input spectrum
as the center part contributes more efficiently to the focus. The narrowing is limited
by the effect that temporal concentration requires the maintenance of a broad spectral
function. A quantitative analysis of the pulse duration and the arrival time of the
temporal focus is given the following Sec. 4.2.3.
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4.2. Short-pulse WFS with a slow nonlinear detector

4.2.2 Pulse duration

In this section we investigate the pulse duration which is achieved by short-pulse
WFS with a slow nonlinear detector.

We simulated a series of optimizations with a nonlinear detector analog to the
preceding section for many sample realizations. The simulation parameters are listed
in the caption of Fig. 4.4. Graph (a) of the figure shows a typical pulse after the
optimization (grey dots). The pulses are well described by a Gaussian function, and
we applied a Gaussian fit (black line) to the data to determine the focus pulse duration
∆tfocus. Figure 4.4b illustrates that the distribution of the focus pulse duration ∆tfocus

resulting from all simulations is spread over a finite interval.
In the following we derive an upper and a lower limit of the distribution of ∆tfocus

and discuss the underlying mechanism of the spectral narrowing observed in Fig. 4.3.
In chapter 3, we have already seen spectral narrowing occur in the short-pulse WFS
experiment with optical gating. Because the optical gating signal is linear, the focus
pulse duration deterministically converges to a sharp distribution around a finite
value which can be exactly calculated (see appendix 3.A.2).

Here, the nonlinear feedback signal S2 is optimized. With Eq. 2.26 the expression
for S2 (Eq. 4.2) can be rewritten as

S2 = α2

∫
∞

−∞

∣∣∣∣∣∣
(
F−1

{
N∑
a=1

E0(ω)tab(ω)eiφa

})2
∣∣∣∣∣∣
2

dt. (4.3)

= α2

∫
∞

−∞

∣∣∣∣∣∣
(

N∑
a=1

E0(t)⊗ tab(t)eiφa
)2
∣∣∣∣∣∣
2

dt. (4.4)

The algorithm optimizes S2 by means of the set of phases φa. Since the C(1) frequency-
correlation of the transmission coefficients tab(ω) is smaller than the bandwidth of the
input spectrum E0(ω), not all frequency components can be optimally transmitted
simultaneously. The average probability of a narrow frequency-band to be optimally
transmitted after optimization scales with its average contribution to the feedback
signal. From Eq. 4.3 we see that the probability is proportional to |E0(ω)|4.

Assuming that the spectral amplitude is only filtered by this weighting factor, the
behaviour of the spectral amplitude would be given by |E0(ω)|5 with a proportionality
factor. The dash-dotted line in Fig. 4.4b indicates the pulse duration connected to
this spectrum.

On closer inspection we have to consider that the frequency components do not
independently contribute to the feedback signal but are connected by the Fourier
transform and the second-order nonlinear process. We elaborated in the preceding
section that the nonlinear feedback leads to a temporal focus, i.e., it forms a short
pulse, which in inherently linked with the maintenance of a broad spectrum. This
relation leads to a ‘force’ which counterbalances the spectral narrowing. Therefore
the pulse duration connected to the spectrum ∝ |E0(ω)|5 sets the upper limit to
∆tfocus. Equally, we can give a lower threshold for the concentration in time: The
optimization reaches the highest peak amplitude at a single point in time t0 when the
set of phases φa exactly phase-conjugates the corresponding transmission coefficients
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tab(t0). This scenario is equivalent to a short-pulse WFS shaping experiment with a
δ- gating pulse. For this case, the transmission probability for a narrow frequency-
band is proportional to |E0(ω)| and the resulting spectral amplitude is proportional
to |E0(ω)|2 (see chapter 3.A.2). The corresponding pulse duration is marked by the
dashed line in Fig. 4.4b and we see that only very few simulations achieved pulse
durations below this value.

Pulse durations below this threshold are physically possible, for example when a
specific realization of the randomness sample realization allows to efficiently transmit
a wider spectrum, but are unlikely. From a theoretical point of view, there is no
direct limitation for the shortest pulse duration which can be achieved by a short-
pulse WFS experiment: A spectral filtering step which selectively transmits the wings
of the spectrum and extinguishes most of the central part of the spectral function
will create a very broad spectrum and a very short pulse. However, this filtering goes
at a cost of a tremendous loss of delivered intensity. Our optimization of the time-
integrated nonlinear intensity signal will therefore not converge to such a situation.

The exact focus pulse duration depends in a complex way on the starting condi-
tions and the transmission coefficients, which will lead to a result between the two
described situations. From Fig. 4.4b we note that the calculated thresholds agree
with the limits of the simulated distribution.

4.2.3 Pulse arrival time

In this section we investigate the uniqueness of the spatiotemporal focus found by
the optimization with a slow nonlinear detector by a simulated WFS experiment.

Simulation

We simulated two series of WFS experiments. For the first series, we generated one
set of transmission coefficients T (ω) = [t1b(ω), ..., tNb(ω)] which describes the propa-
gation of the light from the N SLMs segments to the detector at point b for a single
realization of a scattering medium. We then performed 500 WFS optimizations, each
time starting with a different randomly generated set of SLM phases Φ = [φ1, ..., φN ].
For the second series we equally performed 500 WFS optimizations, but each with a
new realization of the medium with a new set of transmission coefficients T (ω). For
both series and each optimization the closed-loop sequential optimization algorithm
was used, which was iterated successively four times. Before and after each optimiza-
tion the temporal position of the maximum amplitude of the transmitted field was
determined.

Results and discussion

The result in Fig. 4.5a illustrates that a different configuration of the incident wave-
front can lead to different optimized transmitted fields with deviating arrival times of
the focus. The focus arrival time is spread over a wide time range both for the varia-
tion of the starting phase pattern (Fig. 4.5b) and the sample realization (Fig. 4.5c).
Compared to the time distribution of highest speckle pulse before optimization, the
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Figure 4.5: Results from a series of short-pulse WFS simulations with nonlinear feedback
calculated by Eq. 4.2. (a) Temporal focus after two WFS optimizations with the same trans-
mission coefficients tab(ω), but different random sets of starting phases φa. (b) Histogram
of the focus arrival time (grey line) and the maximum of the initial speckle pulse (black
line) for 500 optimizations each with different starting phases φa. The bin size was chosen
equivalent to the input pulse duration ∆t. The dashed line indicates ensemble averaged
diffuse intensity. (c) Histogram of the focus arrival time for 500 simulated optimizations
with different sets of transmission coefficients tab(ω). (d) Temporal shift between the max-
imum speckle amplitude before optimization and the focus arrival time. (e) Correlation
between all pairs of phase vectors after the first iteration of the sequential algorithm of
each individual optimization plotted over the interval between the corresponding peak am-
plitudes. (f) Correlation after the tenth iteration of the sequential algorithm. (Parameters
for the simulations: N = 192 segments, pulse duration ∆t = 70 fs, center wavelength
λ = 800 nm, slab thickness L = 20µm, diffusion constant D = 18.5 ms/s).
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focus arrival time is more concentrated around the peak of the average diffuse trans-
mission 〈I(t)〉. From the difference of delay time of the highest speckle before op-
timization and the focal arrival time (Fig. 4.5d) we see that in about half of the
investigated cases the temporal focus was formed close the highest initial speckle
grain. Together, the last two observations can be interpreted with the picture that
the probability of forming the focus at a given time increases the closer the time is
to the peak of the average transmission. The width of the distributions is on the
order of the decay time, which here for the given simulation parameters is τd = 2 ps,
calculated by Eq. 2.22.

Local maxima

There is also a clear difference between the results of both simulations: The distri-
bution for different sample realizations (Fig. 4.5c) is smoother than the distribution
for different wavefronts (Fig. 4.5b) and we expect that the former will converge to
a smooth curve without speckle with an increasing number of simulations. The lat-
ter distribution however shows pronounced, separated peaks, which indicate that the
multi-dimensional optimization landscape for one sample realization has several local
maxima.

In order to further investigate this point we repeated the simulation for one set
of transmission coefficients and fifty different starting phase sets Φi with a very high
number of iterations (Ni = 100). For each optimization we stored the phase set
Φi after each iteration. We observed that forty out of the fifty optimizations had
converged to the limit given by machine precision: The feedback signal only showed
periodic fluctuations from iteration to iteration with relative changes below 1 · 10−15,
which is on the order the machine epsilon for double precision floating point formats.
We made a pairwise comparison of all phase patterns after each iteration based on
their correlation. We calculated the correlation between two sets of phases Φ1 =
[φ1

1, ..., φ
1
N ] and Φ2 = [φ2

1, ..., φ
2
N ] by

C(Φ1,Φ2) =

∣∣∣∑N
a=1 e

i(φ1a−φ2a)
∣∣∣−√N

N −
√
N

(4.5)

We plotted the pairwise correlations for all phase sets over the interval between the
arrival times of the corresponding peak amplitude after the first iteration in Fig. 4.5e
and the last (100th) iteration Fig. 4.5f. In the second plot we additionally plotted the
correlation calculated for only the subpopulation of converged optimizations (black
dots).

The spread of arrival times of the converged solutions proves existence of differ-
ent local maxima. We can distinguish two cases in Fig. 4.5f: In the first case two
optimizations have converged to the same phase set and the same arrival time which
means that the temporal focus is identical. In the second case the phase sets are
uncorrelated, and the corresponding temporal foci are separated by a temporal gap
which is larger than the correlation time. After one iteration all optimizations are
far from convergence and this gap is not present yet. In the simulation here, the gap
opens after four iterations (not shown), which means that at this stage all optimiza-
tions are in the attraction field of one of the local maxima towards which they will
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4.2. Short-pulse WFS with a slow nonlinear detector

finally converge. The fact that some optimizations have not converged after even 100
iterations (grey dots in Fig. 4.5f) indicates that close to the local maxima gradients
in the optimization landscape can be very shallow.

Here we identified nine local maxima with independent phase sets among the forty
converged optimizations. From the ratio of the width of the distributions of the focus
arrival time (≈ τd) over the distance between two local maxima (τc)

Nt =
τd

∆τc
(4.6)

we expect Nt = 14 independent local maxima for the simulation parameters. Due to
the relatively low number of repetitions of the simulation not all patterns were found.

Finding the global maximum

The sequential algorithm used in the simulation is a type of hill-climbing optimization
which is not suitable to find the global maximum in a single execution. In the
preceding paragraph we pointed out a crude method for using the sequential algorithm
to find the global optimum: If the number of local maxima can be approximated,
the optimization simply needs to be repeated with different starting phases until the
same number of uncorrelated phase patterns are found.

For a more systematic approach the SHG optimization needs to be combined
with a time-resolved feedback such as used in chapter 3. The light is in the first step
temporally focused with the time-resolved feedback. Starting from this configuration,
the SHG is optimized and will converge to the closest local maximum. To evaluate all
local maxima, the simulation or the experiment is repeated for different delay times
of the time-resolved feedback signal over the relevant time span.

The questions is whether alternative algorithms can find the global optimum in
a more efficient way without additional assistance of a time-resolved feedback. The
algorithm of choice needs to cope with the following optimization problem: There
are several local maxima in a high-dimensional optimization landscape. As the cor-
responding phase-patterns are uncorrelated, the distance between local maxima on
this landscape is large and gradients on the connecting surface are steep. The values
of different local maxima are very similar, such that maxima can only be evaluated
close to the point of convergence. We furthermore assume that the final value of a
local maximum is fairly independent of the gradients which lead to the maximum:
There is only a very weak correlation between the initial amplitude of a high starting
speckle grain and the final value of the connected local maximum.

Frequently-used non-hill-climber algorithms to solve complex optimization tasks
are the simulated annealing algorithms and genetic algorithms. Neither of the ap-
proaches on their own appears very beneficial for the given problem: Since the local
maxima are very distant on the optimization landscape, we expect that a simulated
annealing-type will behave similarly to the sequential algorithm. Because the phase
patterns of separated local maxima are uncorrelated, the genetic algorithm is nei-
ther appealing: The key principle of the genetic algorithm, which is the testing of
combinations of ‘strong genes’, only helps for the convergence to one local maximum.

We envision that a combination of different approaches in a multi-stage algorithm
will be most suitable. In the initial step a random algorithm or a genetic-type al-

67



Analysis of linear and nonlinear feedback methods based on numerical simulations

gorithm generates new phase sets. Above a certain threshold of the feedback signal
the optimization is continued by a hill-climber algorithm to quickly approach a lo-
cal maximum. Any phase set is rejected when the correlation with previously found
phase sets exceeds a certain threshold. Close to the point of convergence a simulated
annealing-type algorithm takes over when the hill-climber algorithm stalls.

4.2.4 Conclusions and outlook

We demonstrated based on simulations that short-pulse WFS leads to temporal focus-
ing with a slow nonlinear detector. The resulting focus pulse duration is comparable
to the result from short-pulse WFS with time-resolved feedback achieved with a much
simpler experimental apparatus. The ‘price to pay’ is a loose of control on the arrival
time of the focused pulsed τfocus and a certain spread of the obtained pulse duration
∆tfocus. Regarding this aspect the simulations prove very helpful: The number of
simulations can easily exceed the possible number of experiments in the lab. This
gives us valuable insights in the distribution of τfocus and ∆tfocus which are otherwise
more difficult to obtain. We did not explicitly investigate the spatial aspect of the
focusing. Because a spatiotemporal speckle pattern has a limited spatial correlation
length, we can expect that the temporal focus is also spatially confined even for a
detector whose size spans several speckle spots. The full power of the approach will
be exploited in the following chapters: if a probe particle at the target has a nonlin-
ear radiative response, the point of the nonlinear process and the final detection and
conversion to an electronic signal can be spatially separated.
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CHAPTER5

Spatiotemporal focusing in turbid by wavefront
shaping with nonlinear feedback

We present an experimental study of short-pulse wavefront shaping (WFS) with a slow
nonlinear local detector: We demonstrate the spatiotemporal focusing of light on single
nanocrystals embedded in a strongly scattering medium, using second harmonic generation
(SHG) inside the target nanocrystals as the feedback signal for the WFS algorithm. The
nanocrystals are placed at the back interface of the scattering medium, such that the
enhancement of the SHG signal from single particles can be accurately monitored by a
camera. We successfully develop a model both for the achieved pulse duration as well
as the observed enhancement of the feedback signal. The results lay the foundations
for a wide range of novel experiments, and in particular for our own study presented in
chapter 6.

5.1 Introduction

Achieving optimal control of light propagation in any type of complex scattering
medium is highly desirable for applications in imaging, micro- and nanomanipula-
tion, coherent control and spectroscopy. However, in numerous systems of interest of
current research, for example in thick biological specimens, random multiple scatter-
ing is a major obstruction for the performance of conventional optical techniques.

Recently, Vellekoop and Mosk demonstrated that random multiple light scattering
can be exploited to increase rather than hamper the control of light propagation [13].

The content of this chapter has been published as: J. Aulbach, B. Gjonaj, P. Johnson, and
A. Lagendijk, Opt. Express 20, 29237 (2012).
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The approach, named ‘wavefront shaping’ (WFS) is based on spatial modulation
of the complex amplitude of the light incident on the medium. With an adaptive
algorithm the optimal wavefront is determined, which matches the medium such that
coupling of light to a desired output mode is maximized, e.g., a focal spot behind
the medium. In this way the scattering medium can be turned into a lens to focus
light for trapping nanoparticles or for high-resolution imaging as recent applications
have demonstrated [24, 121]. Requiring only an intensity measurement as feedback
signal makes the approach powerful and versatile, enabling focusing on fluorescent
beads embedded inside a complex medium [14] without the need for phase-sensitive
measurement techniques.

For acoustic waves and for microwaves, related experiments have demonstrated
broadband focusing in complex scattering media using a time reversal mirror [39].
Based on this technique, Lerosey et al. [42] focused electromagnetic waves onto a
small antenna inside a dense assembly of resonant scatterers with precision far below
the wavelength of the radiation. However, for optics, the realization of an optical time
reversal mirror remains challenging, requiring both an accurate broadband measure-
ment and the synthesis of a complex electric field. The existing optical analog, phase
conjugation, is effectively limited to monochromatic light [26, 27, 134].

While the initial optics experiments were performed with monochromatic light,
WFS was recently extended to the broadband regime. Spatial wavefront shaping in
combination with a scattering medium allows both spatial and temporal control of the
transmitted scattered light using optical gating as feedback [135] or pulse compression
through the medium using two-photon fluorescence [109].

Simultaneous spatial and temporal focusing on nanoparticles embedded inside a
strongly scattering medium has not been demonstrated yet. A promising approach
to achieve this goal is a wavefront shaping experiment with a feedback signal from
nanoparticles with a nonlinear optical response which are to be embedded inside the
medium [136]. Possible candidates for these probe particles are fluorescent dyes or
quantum dots as commonly used for two-photon microscopy [3]. Especially interest-
ing are nanocrystals from wide bandgap materials with a high efficiency for second
harmonic generation (SHG) [137–139]: Providing a stable and coherent SHG signal,
and flexibility for use in a wide spectral range, this class of particles recently gained
considerable attention as markers for novel microscopy techniques [140] and makes
them ideal probes for WFS experiments.

Here we experimentally demonstrate spatiotemporal focusing on single nanocrys-
tals embedded inside a strongly scattering medium. Our approach is based on wave-
front shaping of short pulses, using second harmonic generation inside the target
nanocrystals as feedback signal. We develop a model both for the achieved pulse
duration at the particle position as well as the observed enhancement of the feedback
signal which is in good agreement with the experiment. Our approach has implica-
tions for applications in which for control of light propagation in complex media is
required and provides a powerful tool to study light propagation in the presence of
strong multiple scattering.

This chapter is structured as follows. At first we describe the experiment in
Sec. 5.2. It is followed by a detailed and extensive theory section (Sec. 5.3) before we
provide the experimental results in Sec. 5.4.
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Figure 5.1: Schematic illustration of the experiment. (Ti:Sa) Ti:sapphire laser, (MI)
Michelson-type interferometer, (SLM) spatial light modulator, (NA) numerical aperture,
(EMCCD) electron-multiplying CCD camera

5.2 Experiment

The general idea of the experiment can be described as follows. The pulse front
impinges on the surface of a thick multiple scattering medium. The light reaching
positions inside the medium at depths larger than a few mean free paths has been
multiply scattered such that the spatial structure of the incident beam is lost and
temporally the pulses are elongated to random speckle pulses. It is our goal to focus
the light spatiotemporally on a single point in the medium at a single moment in
time. We apply spatial wavefront shaping, using second-harmonic active nanocrystals
to deliver the feedback signal. The particles act as a local probe of the light intensity,
converting the present light from the fundamental wavelength to the second-harmonic
wavelength, which can be readily detected separately from the fundamental light.
Since the particle is a local probe, we can expect that the algorithm will locally
maximize the light intensity. The local second-harmonic generation not only acts as
a spatial filter, but is also biased towards shorter pulse durations, leading to additional
temporal focusing.

The experiment is illustrated in Fig. 5.1. The light from the Ti:sapphire laser
(repetition rate 80 MHz, output power 1.2 W, center wavelength 841 nm, bandwidth
19 nm, pulse duration 67 fs) is sent through a Michelson-type interferometer. One in-
terferometer arm is of fixed length, the other has a variable delay (Newport XMS100).
Subsequently the beam is expanded 6:1 (not shown) to fill the surface of a two-
dimensional phase-only spatial light modulator (SLM, Hamamatsu X10468). The
SLM pixels are grouped into N independent segments each of which induces a con-
trollable phase shift. Two lenses project the SLM surface onto the back focal plane
of an air-immersion objective (numerical aperture (NA) 0.9, x100). The focal plane
of the objective is a conjugate plane of the SLM surface with a total magnification of
1/300. The sample is placed in the focal plane of the objective. The transmitted light
through the sample is collected by an oil-immersion objective (magnification 100x,
NA 1.4). After filtering (short-pass filter 675 nm and bandpass filter 420 nm), only
the generated second harmonic is imaged by an electron multiplying CCD camera
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(Andor DV885, frame rate 0.25 − 2 Hz, total magnification 93.5/1). Optionally the
laser light can be directly coupled into a Fourier transform spectrometer instead of
entering the setup (not shown).

The sample is depicted in the inset of Fig. 5.1 and consists of a disordered layer
of silica beads which covers sparsely distributed second-harmonic active nanocrys-
tals on a standard glass coverslip (thickness 0.17 mm). The nanocrystals consist of
barium titanate (BaTiO3) with a tetragonal crystal structure and an average diam-
eter of 200 nm. Prepared using the method described in [141], about 90% of the
nanocrystals are not clustered and are well-separated from other particles on the
glass coverslip, which we confirmed by imaging a sample of nanocrystals without
the scattering medium. The layer of silica spheres (diameter 400 nm to 500 nm) has
been applied on top of the nanocrystals by spray-coating a colloidal dispersion in
ethanol, which after drying forms a rough surface with a varying layer thickness be-
tween L = 25µm and L = 50µm. The mean free path of this medium (l = 3.5µm)
has been determined by measuring the enhanced backscattering cone. During the
application of the silica dispersion with the spray-coating technique most of the bar-
ium titanate nanocrystals are detached from the glass coverslip, but remain in the
vicinity of the substrate interface within the first few layers of silica beads (rather
than diffusing deep into the silica layer) such that they can be identified as individual
sources of second harmonic generation.

For every wavefront shaping experiment presented in this chapter we use the
following procedure. At first, we take the average image of a large number of im-
ages of random wavefronts (with a segmentation of SLM into N = 768 segments),
which serves as a reference measurement for the obtained enhancement of the feed-
back signal. Then a flat phase pattern is applied to the SLM, and we perform a
spatially resolved second-harmonic autocorrelation measurement [108] by recording
images while the movable arm of the Michelson interferometer is scanned in discrete
steps. The step resolution of the delay stage (10 nm) allows us to record the full
interferometric autocorrelation trace. To speed up the data acquisition we measure
only parts of this trace, applying a two-step algorithm. After a large step (2.5µm or
5µm), the stage samples one optical cycle (841 nm) in eight steps, from which the
cycle-averaged intensity autocorrelation is calculated. Then the wavefront shaping
algorithm is started. We use a sequential algorithm; it addresses segment by segment
one by one, scanning the phase from ϕ = 0 to ϕ = 2π in Nϕ = 8 steps. For each
step we record the time-integrated second-harmonic radiation from a single nano-
crystal retrieved from the camera image as feedback signal. The phase value which
maximizes the feedback signal is determined by fitting the measured behaviour of
the feedback signal vs. phase with a cosine function. We perform several consec-
utive sequences over all segments of the SLM, starting with a low segmentation of
the SLM (48 segments) which is increased twice after the first sequences (to 192 and
768 respectively), always starting the new sequence with the phase pattern obtained
from the previous one. After the algorithm has finished, another autocorrelation
measurement is performed.
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5.3 Theory

5.3.1 Intensity-intensity autocorrelation of speckle pulses

Our experimental setup enables us to measure the second-harmonic autocorrelation
AC(τ) [108] spatially resolved at the particle position as a function of delay τ in-
troduced in the Michelson interferometer. For the discussion, we consider ensemble
averaged intensity autocorrelation with background, which are

〈AC(τ)〉 =

∫
dt 〈I2(t)〉+ 2

∫
dt 〈I(t)I(t+ τ)〉. (5.1)

where I(t) denotes the intensity at the fundamental frequency and the brackets de-
note the ensemble average over all realizations of the scattering medium. For short
pulses the observed contrast ratio between the maximum and the background is
AC(τ = 0) : AC(τ →∞) = 3 : 1, regardless of the exact temporal shape of the in-
tensity I(t).

In the diffuse regime, the average time-dependent transmission 〈Id(t)〉 through a
disordered slab shows an exponential decay with the diffuse decay time τd as char-
acteristic time scale (see Eq. 2.22). Neglecting boundary effects, it is related to the
thickness of the medium by τd = L2/π2D, where D is the diffusion constant. An exact
expression for the temporal behaviour of 〈Id(t)〉 for the diffuse transmission through
a slab is given in [99]. For a single experimental realization, the transmitted intensity
Id(t) is dominated by temporal speckle. Characteristically for such a speckle pulse,
it has a limited temporal coherence time τc, which is given by the inverse bandwidth
of its intensity spectrum. Therefore, the speckle pulses can be described as a random
sequence of short pulses, each approximately of the duration τc, distributed randomly
in a time window of the diffuse decay time of the medium τd.

The particular shape of the autocorrelation function of a speckle pulse, observed
after transmission through a slab of turbid material, can be described as follows.
The maximum of the autocorrelation for τ = 0 decays on the time scale τc, since
for larger delay times the intensities Id(t) and Id(t + τ) within a speckle pulse are
uncorrelated random variables given by the Gaussian statistics of the transmission
process. However, for thick scattering media with τd � τc, the average intensity
〈Id(t)〉 is approximately constant on timescales of τc. For τ > τc the value of the
integral on the right-hand side can be approximated by separating the product into
〈Id(t)〉〈Id(t + τ)〉. Therefore the correlation term does not directly decay to the
background level, but shows an intermediate regime resulting from the incoherent
part of the speckle pulse. Since for Gaussian statistics 〈Id(t)〉2 = 0.5〈Id(t)2〉, the
coherent peak is separately visible on top of the diffuse peak with a contrast ratio
3:2:1 over the background. Altogether, we can model the normalized autocorrelation
of the speckle pulses by

〈AC(τ)〉
〈AC(τ = 0)〉

= 1 +

∫
dt 〈Id(t)〉〈Id(t+ τ)〉∫

dt 〈Id(t)〉2
+

∫
dt I0(t) I0(t+ τ)∫

dt (I0(t))2
. (5.2)

The second term on the right-hand side of Eq. (5.2) is the normalized contribution of
the average diffuse transmission 〈Id(t)〉, the third term is the normalized contribution
from the non-scattered bandwidth limited short pulse I0(t) provided by the laser.
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5.3.2 Enhancement of the time-integrated second harmonic
intensity

Enhancement vs. number of segments

The wavefront shaping algorithm maximizes the time-integrated second-harmonic
intensity generated at the particle position. In the following, we derive an expression
for the average enhancement of this feedback signal which is achieved after wavefront
shaping.

First, we derive the enhancement expected from a hypothetical monochromatic
experiment with the second-harmonic intensity as feedback. The polarization at the
second harmonic frequency P2ω at the particle positioned at point b can be calculated
by

P2ω = χ(2)E
2
b = χ(2)

N∑
a=1

tabEa

N∑
a′=1

ta′bEa′ . (5.3)

The complex transmission coefficients tab describe the propagation of the electric
field E from SLM segment a to the particle position b. Here, we have made a num-
ber of simplifications; we neglect the polarization of the light, as well as the tensor
character of the second-order susceptibility χ(2) of the nanocrystals. Furthermore we
assume that the volume speckle inside the medium is larger than the particle size,
and the particle radiates like a dipole at the second harmonic frequency. The radiated
second harmonic power can be calculated by [142]

W2ω =
ck4V 2

12πε0
|P2ω|2, (5.4)

with the speed of light c, the particle volume V and the vacuum permittivity ε0. In a
wavefront shaping experiment, the electric field on each SLM segment a, Ea = Aae

ϕa ,
is adapted with the aim that all contributions are in phase at the particle position,
e.g., ϕa = −arg(tab) for all segments a. In our experiment, the phase-only SLM does
not significantly modify the amplitudes Aa. As described above, we use a sequential
algorithm for the WFS experiment; it addresses all segments one by one, scanning
the phase term ϕ from 0 to 2π in discrete steps. Given that the segment of interest
contributes to the field as E1e

iϕ ≡ tabAae
iϕ at the point of interest, while the sum

of unmodified segments contributes by E2 ≡
∑N

a′,a′ 6=a ta′bEa′ , the second harmonic
power during the phase scan is given by

W2ω(ϕ) ∝ |E2
1 |2 + |E2

2 |2 + 4|E1|2|E2|2 + <
{

4E1E
∗
2 |E1|2eiϕ

}
+ (5.5)

<
{

2E2
1(E∗2)2e2iϕ

}
+ <

{
4E1E

∗
2 |E2|2eiϕ

}
)

Typically |E2| � |E1| holds, such that the last term on the right hand side dominates
the varying terms, and the behaviour of W2ω(ϕ) is well described by a cosine function
with a constant offset.

By evaluating the right hand side of Eq. (5.3) , the ensemble averaged second
harmonic power can be calculated,

〈W2ω〉 = 2N(N − 1)〈|tab|2〉2 +N〈|tab|4〉. (5.6)
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For simplicity, we dropped the constants from Eq. (5.3) and Eq. (5.4) and set the
field amplitudes to one.

The average resulting second harmonic intensity after WFS is equal to

〈W2ω〉wfs = 〈W2ω〉 (5.7)

+N(N − 1)〈|tab|2〉2

+ 6N(N − 1)(N − 2)〈|tab|2〉〈|tab|〉2

+ 4N(N − 1)〈|tab|3〉〈|tab|〉
+N(N − 1)(N − 2)(N − 3)〈|tab|〉4.

Taking only the highest order terms in N into account, the observed enhancement is
approximately given by

ηcw ≡
〈W2ω〉wfs

〈W2ω〉
≈ 0.5

(
〈|A|〉2

〈|A|2〉

)2(〈|tab|〉2
〈|tab|2〉

)2

N2, (5.8)

where we reintroduced the distribution of the contributing field amplitudes A from
each of the N segments.

Enhancement for speckle pulses

In our experiment, the measured second-harmonic signal is not generated from a
continuous wave, but from speckle pulses at the particle position. Effectively the
wavefront shaping optimization affects the original speckle pulse only within a time
window of duration of the coherence time τc around the point in time at which the
optimized pulse is formed. Within this temporal window, the enhancement is given
by Eq. (5.8). At earlier or later moments, the speckle pulse will be modified in a
random fashion, but on average it will be unaffected by the optimization.

Since this non-optimized part will always contribute to the time-integrated second-
harmonic intensity (i.e., the energy), the enhancement of the energy ηpulsed will be
lower compared to the hypothetical continuous-wave case. We define the reduction
factor cτ by

cτ ≡
ηpulsed

ηcw

. (5.9)

In a first approximation, we expect the enhancement to be lowered by the inverse
number of independent temporal speckle grains within a speckle pulse, which is ap-
proximately given by the ratio cτ ≈ τc/τd. As the diffuse decay time is proportional
to the thickness squared (see Sec. 5.1), cτ approximately scales with L−2. How-
ever, the ratio τc/τd does not exactly reflect the temporal distribution of the second
harmonic intensity. For a known average intensity of the fundamental light at the
particle position 〈I(t)〉 we can calculate the correction factor cτ more precisely. The
average generated second harmonic intensity is consequently proportional to 〈I(t)〉2.
The reduction factor cτ for the enhancement compared to the monochromatic case
is calculated from the ratio of the energy of the generated second harmonic in a
time-window τc around the time tmax of the maximum of 〈I(t)〉2 and the total second
harmonic energy,

cτ =

∫ tmax+τc/2

tmax−τc/2 dt〈I(t)〉2∫ +∞
−∞ dt〈I(t)〉2

. (5.10)
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Susceptibility tensor

In our model we treat the nanocrystal as a single radiating dipole. For a detailed
analysis, the light polarization and the second-order susceptibility tensor needs to be
considered. The second-order polarization at the second harmonic frequency can be
calculated by the matrix equation [137, 143]

P2ω =

 0 0 0 0 d15 0
0 0 0 d15 0 0
d31 d31 d33 0 0 0




E2
cx

E2
cy

E2
cz

2EcyEcz

2EcxEcz

2EcxEcy

 , (5.11)

where the Eci are the orthogonal components of the electric field along the three
axis in the crystal frame and the dij are the second-order susceptibilities of the bulk
BaTiO3 crystal. The considered values are d15 = −41 · 10−9esu, d31 = −43 · 10−9esu
and d33 = −16 · 10−9esu [143]. Note that the second-harmonic response is indepen-
dent of a rotation around the z-axis. The position of the latter in the lab frame
is sufficient to describe the second-harmonic response of the nanocrystals, assuming
that they are spherical. From Eq. (5.11) we can see that all components of the vec-
tor on the right hand side of Eq. (5.11) with a non-zero second-harmonic response
(E2

cx,E
2
cy,E

2
cz,2EcyEcz,2EcxEcz) compete for optimization during the wavefront shap-

ing optimization. We assume that the transmission coefficients connecting the SLM
segments with each of the crystal axis are independent.

For an illustrative purpose we first analytically analyze the case in which the
algorithm optimizes all contributions in the Ecx component. Assuming that the de-
tection efficiency is equal for the second harmonic radiation from all crystal axis,
and that before optimization the ensemble averaged fields on the three crystal axis
〈|Eci|〉 are equal, the average generated second harmonic power is proportional to
(2d2

31+d2
33+4d2

15). Since only the Ecx components, which are generating second har-
monic proportional to α2

31, are enhanced (with a factor given by the formulas above),
the total enhancement is modified by the factor cα = d2

31/(2d
2
31 + d2

33 + 4d2
15) ≈ 0.17.

We thereby assume that the optimized component is significantly larger than Ecz

after optimization, such that the cross-terms EcyEcz and EcxEcz can be neglected.
In order to obtain a correction factor close to our experimental situation, we per-

formed numerical simulations of the WFS experiment. For each run of the simulation,
we generate a set of random transmission coefficients connecting each of the SLM seg-
ments with the three orthogonal field contributions at the crystal position, assuming
that the average fields 〈|Eci|〉, {i = x, y, z} are equal. To calculate the feedback sig-
nal, we first apply Eq. (5.11) to calculate the second-order polarization in the crystal
frame. Secondly, the polarization vector is calculated in the lab frame, depending
on the orientation of the nanocrystal. Finally, we calculate the second-harmonic in-
tensity as it is collected by a high-NA (NA = 1.4) objective corresponding to our
experimental parameters. We apply the sequential optimization algorithm, such as
applied in our experiment. As a result, we observe that the algorithm in generally
optimizes both the Ecz and the Ecx or Ecy component, with a ratio which varies
slightly with crystal orientation. Averaged over all crystal positions, we find that the
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enhancement of the feedback is modified by the factor cα = 0.28± 0.04 compared to
the scalar model (Eq. (5.8)). Due to the large collection angle, the light radiated from
all crystal axis is approximately collected with equal efficiency. The dependence of
the factor cα on the crystal orientation is superseded by variations caused by random
variations of the transmission coefficients.

Correction for tight focus

In the introduction of our model we assumed nanocrystals which are much smaller
than the focal volume after the optimization. However, the focus is created in a
high index medium (n = 2.3) and the medium effectively acts as a lens with a large
acceptance angle of about 90◦. To a first approximation, the optimization will mini-
mize the focal volume, since it leads to the highest peak intensity and consequently
the highest efficiency for the SHG process. Therefore, for a correct description of
our experiment we have to consider that the focal volume after WFS will be smaller
than the particle volume, whereas before WFS the whole particle volume contributes
equally to the average feedback signal. However, the exact shape and polarization
state of the tight focus which is formed during a WFS experiment depends on the
particle size and shape, the crystal orientation and the specific realization of the pho-
tonic environment. Modeling the exact shape of the optimal focus and consequently
the generated second harmonic signal in a barium titanate nanocrystal with a size
beyond the electrostatic limit is far from trivial, considering that ’simpler’ systems
with centrosymmetric materials already require an extensive theoretical treatment
[144].

In the following we assess the problem in a simplified treatment. Similar to cal-
culations by van Putten et al. for a linear feedback [145], we calculate the correction
factor of the enhancement for second-harmonic generation by

cR ≡
1

V

R∫
0

π∫
0

2π∫
0

I2ω(φ, θ, r)

I2ω,peak

r2sinθdrdφdθ, (5.12)

where V is the particle volume of the nanocrystal, and the fraction is the position-
dependent intensity I2ω(φ, θ, r) of the second harmonic radiation integrated over the
three crystal axis, normalized to its peak intensity I2ω,peak at the center of the focus.
To assess the focal volume quantitatively, we assume that the focus on the nanocrystal
has the same profile as a focus created with a high NA lens with and acceptance
angle of 90◦. From [137] we can conclude that the crystal orientation determines
whether linearly or circularly polarized light is more efficient for the SHG process.
We assume that the WFS process always converges to the optimal polarization state.
We calculate the field distribution of the fundamental radiation at the focus according
to [146]. Using the field distribution, we obtain I2ω(φ, θ, r) using the susceptibility
tensor given in Eq. (5.11). We perform this calculation for a sufficient number of
polarization states between linearly and circularly polarized light. We calculate cR,
averaged over all orientations of the crystal c-axis. For each angle we thereby consider
only the respective polarization state which maximizes the SHG process. We used
the parameters of the particle radius R = 100 nm, and the refractive index n = 2.3.
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We find cR = 0.57 ± 0.05. We observe that cR is approximately proportional to the
radius in the considered size regime. For the crystals used in our experiment, we
estimate a size polydispersity of 25%, which will result in equivalent variations of cR.

Note that the simplification of our approach in Eq. (5.12) is twofold. Firstly, pho-
tonic effects from the spherical shape are neglected. Secondly, the second harmonic
intensities within the volume are integrated, and not the electric fields, neglecting
interference between different dipole radiating at the second harmonic frequency. We
assume that both effects will affect both the numerator of Eq. (5.12) (optimized fo-
cus) and the denominator (reference signal from the average wave field) in the same
fashion and therefore tend to level out. Given that the correction factor calculated
with our simplified model is rather moderate with 0.57 (compared to the value 1 for
a sphere smaller than the focal volume), we do not expect a drastic deviation of the
correction factor if these effect would be taken into account.

Noise

The presence of noise on the measurement of the feedback will reduce the observed
enhancement. For segments whose contribution to the feedback is on the order or
below the noise level, the correct phase value will not be found. Taking this effect
into account, we extend Eq. (5.8) to

ηcw ≈ 0.5

(
〈|Aatab| · γ(|Aatab|, σa, Nϕ)〉2

〈|Aatab|2〉

)2

N2. (5.13)

The function γ(|Atab|, σ,Nϕ) is the correlation between the optimal phase φa =
−arg(tab) and the phase in the presence of noise φσ for a given noise level σa and the
magnitude of the contribution given by |Atab|.

In the following we describe how γ(|Atab|, σa, Nϕ) is calculated. The phase which
is obtained from the fit of the feedback signal with a cosine function (see sections
5.2 and 5.3.2) is equivalent to the phase of the first non-zero frequency component
of a discrete Nϕ-point Fourier transform of the feedback scan. Component k of the
Fourier transform is given by

FTk,a ≡
∑Nϕ

n=1{I2ω,a(ϕn)}e−i2π
k
N
n. (5.14)

If a single oscillation of a cosine signal with amplitude |Atab| is sampled with Nϕ

steps, the amplitude in the first non-zero frequency component of a discrete Fourier
transform is s = 1

2
Nϕ|Atab|. Gaussian white noise with a standard deviation σa results

in a mean amplitude in same component of n =
√

π
4

√
Nϕσa. However, the noise n

has a random phase with respect to the signal s, leading to the mentioned deviation
from the optimal phase. The probability density function of the phase deviation
θ = φσ − φa is given by [98]

p(θ; k) =
e−

1
2
k2

2π
+
k cos(θ)√

2π
e−

1
2
k2sin2θΨ(k cos(θ)) (5.15)

with k = s/n and

Ψ(x) =
1√
2π

x∫
−∞

dy e−
1
2
y2 . (5.16)
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Figure 5.2: Sample backside imaged at the second harmonic wavelength λ = 420 nm. (a)
Average image obtained from 200 images, each with a different randomly generated illumi-
nating phase pattern. Several nanocrystals are visible in the field of view. (b) Image after
wavefront shaping. The feedback signal for the optimization was the average count rate in
a square of 1µm x 1µm around the position of the selected particle, indicated by the dashed
square. Here, the feedback signal was enhanced by a factor of ηexp = 3.0 · 102.

Consequently the phase correlation can be calculated by

γ(|Atab|, σa, Nϕ) =

2π∫
0

dθ cos(θ) p(θ; k(|Atab|, σa, Nϕ)). (5.17)

When both contributions are present, the ensemble averaged squared amplitude of
the first non-zero frequency Fourier component is written as

〈|FT1,a|2〉 =
1

4
N2
ϕ〈|Aatab|2〉+Nϕ〈σ2

a〉. (5.18)

Similarly, the second component squared, 〈|FT2,a|2〉, will be the sum of the contribu-
tion of the noise, Nϕ〈σ2

a〉, and, according to Eq. (5.5), a contribution proportional to
〈|Aatab|〉4. The latter contribution, since it is amplified less by the other segments (see
Eq. (5.5)), is expected to be about a factor N2

s lower compared to the first term on
the right hand side of Eq. (5.18) and should therefore be negligible. Experimentally
determined values 〈|FT2,a|2〉 can therefore be used to calculate the noise level, with

which 〈|Aatab|2〉 can be determined from Eq. (5.18) using the experimental values
〈|FT1,a|2〉.

5.4 Results and discussion

5.4.1 Spatiotemporal focus on a single nanocrystal

Figure 5.2(a) depicts the experimentally observed average image of several nanocrys-
tals at the sample backside, which is the average of 200 images, each with a different
randomly generated illuminating phase pattern. A number of isolated sources of sec-
ond harmonic radiation are visible in the field of view. The spot sizes are larger than
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Figure 5.3: Second harmonic autocorrelation measured on an individual nanocrystal at
the backside of the sample. The graphs show the mean count rate in a 1µm× 1µm square
around particle position. In particular, the measurements for particle 5 are shown (see table
5.1). (a) Autocorrelation before wavefront shaping. The data shows a 3:2:1 contrast ratio
between the quickly decaying correlation of the coherent part of the speckle pulse followed
by a slower decay of the incoherent part of the speckle pulse towards the background.
The data is fitted according to that model of Eq. (5.2). The only free parameter of the
fit is the thickness of the medium. (b) Autocorrelation measured on nanocrystal at the
backside of a slab of disordered silica after wavefront shaping. The FWHM of the fit based
on the autocorrelation of a sech2 shaped pulse is 168 fs, indicating a pulse duration of the
fundamental pulse of 109 fs at the particle position.

the nanocrystals themselves, which we explain by scattering from neighboring silica
particles.

We performed the WFS experiment for five of the particles in the field of view
and a sixth particle at a different position on the sample (not shown). As feedback
signal we use the average count rate from a square of 1µm x 1µm around the position
of the selected particle. The size of the feedback area was chosen to balance between
the collection of the largest possible amount of the scattered SHG signal and the
increasing influence of camera noise with an increasing feedback area. The feedback
signal increases largely during the first three WFS sequences and typically converges
to its maximum value after the second sequence with the highest chosen segmentation
(N=768).

For all particles the integrated feedback signal was significantly increased (by a
factor ηexp = 0.7 · 102 to 5.5 · 102, see table 5.1). The image after optimization for one
of the particles is shown in Fig. 5.2(b). We observed that for different nanocrystals
the focus of the detection objective had to be moved towards the scattering medium
(estimated adjustment in the range of up to a few µm by the manual adjuster) to
obtain the smallest spot size on the camera after optimization. For different particles
we observed spot sizes (FWHM of a two-dimensional Gaussian fit) from 0.2 µm (close
to the diffraction limit) to about 0.6 µm, where bigger spots were typically more of
an irregular shape rather than a homogeneous spot. These observations reflect the
distribution of the nanocrystals in the silica layer and the resulting scattering of the
SHG radiation by surrounding silica particles.
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Part. # τpulse(fs) ηexp ηmodel ηcw

experiment

1 110 2.5 · 102 3.1 · 102 1.6 · 104

2 102 0.7 · 102 3.2 · 102 1.7 · 104

3 111 2.7 · 102 2.7 · 102 1.4 · 104

4 104 0.7 · 102 2.9 · 102 1.5 · 104

5 109 3.0 · 102 3.8 · 102 2.0 · 104

6 109 5.5 · 102 6.5 · 102 2.4 · 104

Table 5.1: Summary of the results of six wavefront shaping experiments, each with a dif-
ferent particle visible in Fig. 5.2. The pulse duration τpulse is calculated from the Gaussian
fit to the autocorrelation curve after optimization. The experimentally observed enhance-
ment ηexp is calculated by the ratio of the average count rate in a 1µm× 1µm square
around the particle position after and before optimization. For each particle we calculated
the enhancement ηmodel of the time-integrated SH according to our model, calculated by
ηmodel = cτ cαcrηcw. The theoretical enhancement of the SH in a hypothetical continuous
wave experiment ηcw, is calculated based on the experimentally determined amplitude con-
tribution. The factor cτ , which corrects the enhancement for speckle pulses, was calculated
using (Eq.) 5.10, where the sample thickness to model 〈I(t)〉is determined from the fits of
the autocorrelation in Fig. 5.3(a). The particles 1-5 were all located in close vicinity, where
we assume a constant thickness and an average value cτ = 0.12 was determined. Particle 6
was located on a different spot on the sample, where we obtained cτ = 0.17. The factors
cα = 0.28 and cR = 0.57 include the polarization and the susceptibility tensor and the focal
volume, respectively (see sections 5.3.2 and 5.3.2).

The autocorrelation measurements from the particle in Fig. 5.2(b) before and
after WFS are shown in Fig. 5.3. The behaviour of the autocorrelation before WFS
is fitted with the speckle autocorrelation model explained above (see Eq. (5.2)). The
autocorrelation fit function is calculated based on average time-resolved transmission
〈Id(t)〉 at the particle position according to [99] using the experimental parameters
(mean free path l = 3.5µm, extrapolation length ratio at silica-air interface ze1 =
1.38 and ze2 =0.71 at the silica-glass interface, effective refractive index neff = 1.25,
beam waist of illumination wI = 150 nm and detector size wD = 100 nm). Since the
thickness of the sample varies between about 25− 50µm, we use the thickness L as
fit parameter. After WFS, the autocorrelation shows a sharp peak, demonstrating
that the light is focused as a short pulse. A contribution of the non-optimized part
of the pulse (see Sec. 5.3.2), which could be expected as a small signature next to
the correlation peak of the focused part, is not visible due to a present higher noise
level. The measured autocorrelation can be fitted very well with the autocorrelation
based on a sech2 pulse shape. We calculate the pulse duration from the fit with the
well-known deconvolution factor τpulse = 0.65τAC , τAC being the FWHM of the fit.
We have summarized the results obtained from all six particles in Table 5.1. For all
pulses, the pulse shape changed from speckle pulse before the optimization to a single
short pulse after WFS with a duration τpulse ranging between 102 fs to 111 fs.
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Figure 5.4: Fourier analysis of the feedback signal as a function of phase ϕa per segment
during a sequence of the wavefront shaping experiment. The graph on the left (a) shows
the squared amplitude of the first non-zero frequency Fourier component |FT1|2 calculated
by Eq. (5.14), the graph on the right (b) depicts the second component |FT2|2. The
distributions are used to determine the amplitude distribution of the contributing segments
and the noise level (see sections 5.3.2 and 5.4.2).

5.4.2 Comparison of the measured and the modeled enhance-
ment

In the following we compare the measured enhancement with the model introduced
above. In order to evaluate Eq. (5.13) and Eq. (5.10), we determine the ampli-
tude distribution |Aatab| and the average time-resolved transmission 〈Id(t)〉 from the
experimental data.

In order to calculate ηcw from Eq. (5.13), we determine the amplitude distribution
|Aatab|, the noise σa and the phase correlation γ(|Atab|, σa, Nϕ) from the data following
the considerations of Sec. 5.3.2. In particular, we analyze the recorded feedback
values during the WFS experiment, during a sequence after the algorithm already
has converged. We calculate the Fourier transform of the phase scan for each segment
by Eq. (5.14) . The calculated components |FT1,a|2and |FT2,a|2 on the SLM for
particle 5 are shown in Fig. 5.4. The distribution of the components |FT1,a|2 reflects
the Gaussian spatial profile of the illuminating beam on the SLM and the random
transmission through the sample. The components |FT2,a|2 show a weak dependence
on the segment position, with slightly higher average values for the center segments of
the SLM. Furthermore, we find the phase values of FT1,a and FT2,a to be uncorrelated.
Using Eq. (5.18), we obtain 〈|Aatab|2〉 by fitting the values of |FT1,a|2 in Fig. 5.4(a)

with a two-dimensional Gaussian after subtracting the noise 〈σ2
a〉, which itself was

determined from a two-dimensional Gaussian fit of |FT2,a|2. In order to calculate
γ(|Atab|, σa, Nϕ), we numerically evaluate Eq. (5.17) for each segment using the noise
σa and the amplitude 〈|Aatab|〉 obtained from the fits. We successfully tested our
analysis on a simulated WFS experiment (see appendix 5.A). In the simulation the
enhancement is correctly calculated with an accuracy of about 20% for all noise levels
as long as the convergence of the optimization is not spoiled by the noise.

It is noteworthy that the components |FT2,a|2 in Fig. 5.4(b) show a weak de-
pendence on the segment position, which can be caused by several effects. Firstly,
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cross-talk between pixels of the SLM and diffraction effects for larger phase shifts
between neighboring segments can cause a noise term which depends on the inten-
sity present on the segment. Secondly, non-linear effects which are not considered
in the above model might be present, such as two-photon absorption in the disor-
dered medium. For all cases, we assume that the linear transmission will be affected
by noise or a noise-like contribution of the same magnitude and therefore treat the
contributions |FT2,a|2 as noise term to analyze Eq. (5.18).

In order to evaluate the integral in Eq. (5.10) the speckle correlation time τc is
calculated as the half width at half maximum of the measured Fourier transformed
laser spectrum. We model the average time-resolved transmission 〈I(t)〉 at the parti-
cle position according to [99] as described above, with the thickness L obtained from
the fit to the autocorrelation measurements (Fig. 5.3(a)) .

With the calculated amplitude enhancement ηcw, and the factors cτ , cαand cR,
we calculate the enhancement predicted by our model, ηmodel = cτcαcrηcw. For all
particles, the calculated values are listed in table 5.1. For the particles 1, 3, 5 and 6
the modeled enhancement predicts the experiment value within the accuracy of our
model. For particles 2 and 4 it overestimates the enhancement by a factor 4.6 and 4.1
respectively. An overestimation of this magnitude occurs, if two or more particles are
placed in direct vicinity, a case which is difficult to identify from the camera images.
All particles would contribute to the average reference signal, which would decrease
the calculated enhancement accordingly. Furthermore, an overestimation of the en-
hancement is not surprising considering the composition of the signal which is being
optimized. For a given experimental realization of the sample and the nanocrystal in
our experimental setup, the feedback signal is solely a function of the phase values
set on the SLM. However, next to a global maximum, for which we perform our cal-
culations, the feedback function has a vast number of local maxima into which the
algorithm will converge for a given set of starting phase values. A specific example is
the factor cτ which is calculated for the ideal case, that the optimized pulse is formed
exactly at the moment in time where the average time-resolved transmission has its
maximum. However, in the experiment the point in time at which the optimized pulse
is formed will most likely not coincide with the maximum, leading to a lower observed
enhancement. Applying different algorithms for the wave front shaping optimization,
e.g., a genetic algorithm [147, 148], could be a way to increase the experimentally
achieved enhancement. We assume that a similar experiment with lower complex-
ity, e.g., by use of nanoparticles with a less complex second-order susceptibility (see
Sec. 5.3.2) or by using quasi-monochromatic light, will produce enhancement values
which are predicted even more accurately by our model.

5.4.3 Pulse duration after WFS

Here we discuss the observed duration of the focused pulses after WFS. The pulse
duration, derived from the autocorrelation after optimization varies only slightly for
different particles, between 102 fs to 111 fs. Altogether the values are longer than
the correlation time τc = 52 fs calculated from the measured spectrum of the laser.
This observation resembles that made by the first study of (far-field) spatiotempo-
ral focusing through a turbid medium [135]. As shown in [135], the optimization
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process leads to spectral narrowing. The spatial optimization with the SLM, which
for each segment induces a phase-shift independent of frequency, cannot optimize all
frequencies equally well. The optimization is biased towards those frequencies which
contribute higher to the feedback signal which are on average the frequencies in the
center of the spectrum. In the approach of [135], linear time-resolved optical gating
is applied to generated the feedback signal, and the resulting spectrum of the focused
pulse can be quantitatively predicted exactly from the known laser spectrum.

Following this consideration, we can give an upper limit for the final pulse dura-
tion for the present experiment. Here the feedback signal is based on second-harmonic
generation, of which the intensity is proportional to the field amplitude at the fun-
damental frequency to the power of four. Using this dependence as the weighting
factor for the transmission of the original spectral amplitude results in a calculated
pulse duration of 122 fs, assuming that the focused pulses are bandwidth limited.
However, this calculation simplifies the fact that spectral amplitude of the second
harmonic radiation depends both on the spectral amplitude and spectral phase func-
tion of the fundamental radiation. The exact duration of the part of the speckle
pulse which is optimized and respectively its spectral composition at the beginning
and their dynamics during the optimization procedure depends in a complex way on
the starting conditions and the exact transmission coefficients. From the experimen-
tal observations we conclude that the spectral function will in general not converge to
the calculated limit but remain slightly broader, resulting in shorter pulse duration
than the calculated value. Any pulse duration in between the original bandwidth
limit and the upper limit can be reached, with the most likely final pulse durations
in the observed range.

5.4.4 Peak-to-background ratio

For future applications of the presented experiment, it is useful to estimate the tem-
poral peak-to-background ratio of the focused pulses. The focused pulses are con-
centrated in a narrow time window as discussed above, but will still be preceded or
followed by a small diffuse speckle contribution. For the generated second-harmonic
pulse, the theoretical value for the ratio is given by the calculated enhancement at a
single point in time (Eq. (5.8)) . From the experimental enhancement values divided
by the effective number of independent speckle grains cτ , we calculate a peak-to-
background ratio between 6 · 102 and 3.2 · 103 for the investigated particles. The
analog peak-to-background ratios for the fundamental intensity are approximately
given by the square root of these values.

5.5 Conclusions

We have demonstrated spatiotemporal focusing inside scattering media using SHG in
nanocrystals as a feedback signal for wavefront shaping. We developed a model which
predicts the observed increase of the feedback signal and the pulse duration at the
focus well. Our method provides a means to locally generate a short coherent light
pulse with a high signal to background ratio inside a complex scattering medium. This
provides an exciting tool for various applications of the control of light propagation

84



5.5. Conclusions

in complex and especially nonlinear media, and to study light propagation in the
presence of strong multiple scattering.
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Figure 5.5: Enhancement of the second harmonic feedback signal η as a function of the
relative noise on the detected SHG signal from a simulated WFS experiment as described
in appendix 5.A (black dots). The grey line is the result from the analysis described in
Sec. 5.4.2. The dashed line is the average enhancement without noise.

5.A Test of noise analysis by simulations

In Sec. 5.4.2 we described an analysis method to estimate how much the experi-
mentally achieved enhancement is affected by noise. In this appendix, we present a
successful test of this analysis method with data from a simulated wavefront shaping
experiment.

The main purpose of the test is to confirm that the analysis is valid for a wide
range of noise values and also for a non-equal amplitude distribution Aa of the SLM
segments. Regarding other aspects, the simulation was simplified compared to the
situation in the experiment in order to shorten the computation time: The simulation
was performed assuming a time-independent (i.e., monochromatic), scalar electric
field. Furthermore, only a single point in transmission was assumed to generate a
second-harmonic response.

The procedure for the simulation was as follows. The simulation was initiated by
two steps:

1. The amplitude contribution Aa for each segment was calculated to reflect the
spatial profile of the Gaussian beam on the SLM. The WFS simulation was
performed with N=768 segments, equivalent to the experiment.

2. A set of random amplitude transmission coefficients from a circular complex
Gaussian distribution was generated which connect the field amplitude at the
SLM and the point of SHG generation.

A single measurement of the SHG signal was simulated by the following steps:

3. The generated SHG power was calculated according to Eq. 5.3 and Eq. 5.4, using
Ea = Aae

iφa , where φa are the phase shifts applied by the SLM. All constants
of the equations were set as one, as only relative values are of interest.
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4. A random noise term was added to the detected SHG power. The noise term is
generated from a Gaussian distribution with a standard deviation proportional
to the SHG signal.

We simulated a series of wavefront shaping experiments for different noise levels. Each
experiment was performed with three full iterations with the standard sequential
algorithm, where the third iteration was used for the analysis.

The results are shown in Fig. 5.5. For low noise levels, the enhancement is constant
and close to the theoretical value in absence of noise (dashed line). With increasing
noise levels, the enhancement is reduced. We note that the optimization did not
converge to a stable value for relative noise levels above a certain threshold (here
≈ 0.08). Below that threshold, the enhancement predicted by analyzing the phase
scan data agrees within 20% with the data. Despite the simplifications made in
the simulation, we assume the analysis method is equally valid for the experiment:
Firstly, the relative noise level in the experiment is below 0.01 and convergence of
the optimization is observed. Secondly, the phase scan data analyzed in Sec. 5.4.2
corresponds to the situation in which the SHG signal originates to the largest part
from a single spatiotemporal focus, which is comparable to the single-point focus in
the simulation.
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CHAPTER6

Spatial and temporal focus on nanocrystals hidden
deep inside a random medium

We experimentally demonstrate focusing of ultra-short laser pulses on a nanoparticle deep
inside a disordered medium. We fabricate a slab structure from randomly assembled silica
beads, in which we embed nanocrystals which are efficient for second-harmonic generation
(SHG). Light transport of the fundamental radiation is in the transition regime between
ballistic transport and diffusion. In optimizing the wavefront of the incident fundamental
radiation, the SHG signal scattered from the nanocrystals is increased by more than four
orders of magnitude. By adapting the degrees of freedom of the incident wavefront,
the ratio between diffuse and ballistic light contributing to the focus can be controlled;
this finding makes the studied system highly interesting for testing of models for light
scattering. We envision that the presented approach will provide a building block for a wide
range of novel experiments in disordered and ordered photonic systems and metamaterials.

6.1 Introduction

Scattering of light from inhomogeneities in a medium often impedes fundamen-
tal studies and desirable applications in photonics and metamaterial research and
biomedical imaging. In a thick inhomogeneous medium the ballistic component of
the light is converted into multiply scattered diffuse light. Spatially, light in a well-
defined mode of the input wavefront is randomly scattered into the large number
of output modes, giving rise to the well-known speckle interference patterns. This
speckle pattern changes quickly as a function of frequency of the input light, due to
the broad path length distribution inside the medium [90]. Temporally, incident ultra-
short pulses are strongly distorted and widely stretched while propagating through
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the medium [117]. By conventional means it is not possible to concentrate light either
spatially or temporally in such a medium.

However, a wide range of techniques rely on spatiotemporal focusing of light
and are consequently restricted to the ballistic regime. Being able to remove or
compensate the spatiotemporal distortions would open the door for novel experiments
and applications involving ultra-fast lifetime measurements, nonlinear spectroscopy
[114] and multi-photon imaging [3] inside random media. Finding new concepts to
control light propagation in complex multiple scattering systems is further of interest
for application in designed photonic systems [149] or metamaterials [150].

The invention of wavefront shaping [13, 17] demonstrated that monochromatic
light can actually be focused even when the medium is many times thicker than the
mean free path. The approach is based on iterative shaping of the input wavefront to
optimizing a feedback signal connected to the intensity in the desired output mode.
If light propagation in the medium is linear, the transmission coefficients connecting
the input and output modes can also be measured directly or by means of phase
conjugation for focusing or image transmission [18][20][26, 27]. Wavefront shaping
quickly found numerous applications such as in high-resolution imaging [24], optical
trapping[121] and optical coherence tomography [34].

The iterative wavefront shaping scheme offers the advantage that it is not neces-
sary to access the wave field amplitude directly in the output mode; a signal increasing
with increasing intensity in the desired output mode is sufficient to obtain focusing.
Using fluorescent probe particle enables to focus monochromatic light deep inside the
scattering medium [14]. A promising variation of this concept for biomedical appli-
cations is to create the local intensity probe by tagging the light traveling through
intended focal region by ultrasound [36]. Closely related studies have earlier been
conducted with acoustic waves and microwaves; for those types of waves, the wave
field can readily be measured and generated by ultrasound transducers and antennas
respectively for time reversal experiments [39][42].

In a recent experiment wavefront shaping was extended to broadband light for
spatial and temporal focusing of ultra-short pulses through scattering media [135];
the feedback signal is provided by time-resolved detection of the transmitted speckle
field at the intended focal spot. Optimizing the incident wavefront for longer or for
shorter light paths through the medium allows controlling the arrival time of the
focused pulse. Remarkably, comparable focusing in transmission medium can even
be achieved without explicit time-resolution of the feedback signal when two-photon
fluorescence is employed [109]. A second-harmonic response from nanocrystals has
been successfully applied for spatiotemporal focusing in small volumes directly at
the medium interface [151]. However, in all present the focal point lies outside the
medium or at its interface and can be directly imaged.

In this chapter, we experimentally demonstrate focusing of ultra-short laser pulses
deep inside a disordered medium by wavefront shaping employing second-harmonic
generation from embedded nanocrystals. In particular, the approach is applied to a
system in which the light is partially transported ballistically and partially undergoes
multiple scattering. In the following section, we first describe the principle of spa-
tiotemporal focusing by wavefront shaping with nonlinear feedback and then provide
a brief description of the theoretical model for the observed increase of the feedback
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Figure 6.1: Spatiotemporal focusing inside the medium by wavefront shaping. (a) Illumi-
nation by arbitrary wavefront. At the position of the second-harmonic active nanocrystal,
a feeble speckle pulse is converted to the double frequency. (b) Illumination by optimized
wavefront. At the position of the nanocrystal, the light is both spatially and temporally
focused, and a strong second harmonic signal is generated.

signal. The framework of the model was developed and extensively presented in the
context of a wavefront shaping experiment in transmission configuration in chap-
ter 5. In Sec. 6.3, we describe the experimental methods with an emphasis on the
characterization of the light scattering properties of the fabricated sample, followed
by the results in Sec. 6.4. In Sec. 6.5 we discuss the results. We have strong evi-
dence that a single spatiotemporal focus is created inside the medium. Furthermore,
our method allows controlling the ratio of ballistic and diffusive contributions to the
spatiotemporal focus.

6.2 Theory

The underlying mechanism of the experiment is described as follows. The incident
wavefront is segmented into N segments whose phase can be adjusted individually
with a phase offset between zero and 2π at the center wavelength of the laser. Light
reflected from a single segment (index a) on the SLM is transmitted to the probe
nanocrystal at position b. In a simple scalar picture, it gives rise to the complex
field Eb(t) = hab(t)⊗ Ea(t), where the right-hand side of the expression denotes the
convolution of the complex impulse response hab(t) with the incident pulse Ea(t).
The phase of Ea(t) can be modified by a time-independent phase shift ∆Φa via the
SLM. The total electric field set up at the particle position is given by

E(t) =
N∑
a=1

hab(t)⊗ Ea(t)eiΦa (6.1)

For an arbitrary set of phases ∆Φa, the field E(t) manifests as a random speckle
pulse (Fig. 6.1a). In the nanocrystal the field induces a second-order polarization
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P2ω(t) = χ2E
2(t), and the particle radiates a second harmonic power W2ω(t) ∝

|P2ω(t)|2, assuming that the quasi-static limit holds.
The aim is to adjust the wavefront, i.e., the set of phase shifts Φa, such that a

single moment in time t0 the field E(t0) is maximized (Fig. 6.1b). This results in the
forming of an enhanced short pulse at time t0 on top of a feeble speckle background at
all other times[135]. To achieve this we exploit the fact that the phase of the speckle
field of a single segment, arg{Eb(t)}, at two points in time is uncorrelated, if they are
temporally separated further than the coherence time given by the pulse spectrum.
As a consequence, the correct adjustment of the phase of segments at time t0 will be
accompanied by a remaining random phase distribution of a typical speckle pulse at
other times.

Although we cannot access the field E(t) directly for our purpose, the correct
wavefront can be indirectly found by maximizing the total second-harmonic gener-
ation (SHG) from the nanocrystals (see chapter 5 or [151]), which can be detected
as diffuse light from outside the medium. Due to the nonlinear dependence of the
process on the incident light field, the optimization is not only biased to spatially
focus on the ‘guide star’ crystal, but is also strongly biased towards focusing in the
time domain. From a theoretical point of view and in view of earlier transmission
experiments we know the optimization will converge to a single spatiotemporal focus.
A situation, in which two independent points with an uncorrelated set of transmission
coefficients would be simultaneously optimized, is unstable and would converge to a
single focus.

Based on the picture of a single spatiotemporal focus, we can calculate the ex-
pected enhancement of the SHG intensity. For the experimental realization we assume
that the radiation detected outside the medium is a constant fraction of the SHG from
the embedded nanocrystals. The average enhancement of this feedback signal S2ω is
given by [151]

η =
〈S2ω〉WFS

〈S2ω〉
(6.2)

≈ 1 + γ
(
0.5 (αβ)2N2 + 3(αβ)[1− (αβ)]N

)
(6.3)

with

α =
〈|Aa|〉2

〈|Aa|2〉
, β =

〈|hab(t0)|〉2

〈|hab(t0)|2〉
(6.4)

and the control factor γ. In Eq. 6.3 we neglect terms depending on N with negative
exponents. Since the surface of the SLM is illuminated by a Gaussian beam, the
segments do not contribute equally to the focus. This inhomogeneity is accounted
for by averaging over the amplitude distribution Aa = max(|Ea(t)|), given by the
Gaussian amplitude distribution of the illuminating beam incident on the spatial
light modulator. For the response function hab(t0), we assume a circular Gaussian
distribution to calculate the ratio of the ensemble average, resulting in β = π/4.

The control factor γ in Eq. 6.3 accounts for the fact that in the experiment only a
certain fraction of the feedback signal can be controlled and contributes efficiently to
the focus. Equation 6.3 with γ = 1 would describe the enhancement of the second-
harmonic power generated at one point in space and time for a scalar electric field. In
general, second harmonic radiation generated at points in space other than the final
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focus in the sample, and at earlier or later points in time are not optimized; both
before and after the optimization, we assume a contribution given by the ensemble
average. The control factor γ therefore accounts for several effects, which we discussed
and identified in our earlier study for the case of a transmission experiment (chapter
5).

In detail, the number of independent temporal degrees of freedom Nτ = (γτ )
−1

depends on the average temporal spread of the diffuse light, which is launched at
the sample interface and converted by SHG in the nanocrystals. The number of
independent spatial degrees of freedom Ns = (γnγrγα)−1 has several aspects. Firstly,
several nanocrystals may be present in the probed volume inside the slab, accounted
by γn. Secondly, at the position of the nanocrystal on which the focus is build, the
final focal volume can be smaller than the nanocrystal volume, such that only a part
of the volume contributes to the focus (γr). Furthermore, the polarization state of
the focus depends on the size and shape of the nanocrystal and its susceptibility
tensor; effectively, the different crystal axes will not contribute equally to the focus
(γα). The latter two factors can be calculated numerically (see section 5.3). Adapted
to the situation of the present experiment, we write γ as the product

γ = γτγnγrγα. (6.5)

6.3 Experiment

6.3.1 Optical setup

The optical setup of the experiment is schematically shown in Fig. 6.2. The beam
from a mode-locked Ti:Sapphire laser (Ti:Sa; 80 MHz repetition rate, 841nm center
wavelength, 66 fs pulse duration) is coupled into a Michelson-type interferometer
(MI). Subsequently the beam is spatially modulated by a reflective two-dimensional
spatial light modulator (SLM; 16 x 12 mm, 800 x 600 pixel, phase only 0 ... 2π). The
modulated beam is projected onto the back-focal plane of an air-immersion objective
with a numerical aperture (NA) of 0.9. The scattering sample (see following section

D2 - EMCCDD1 - PMTMI

Ti:Sa

SLM
2π

0π

NA 0.9
NA 1.4
NA 1.4

D1/D2

D
1

/D
2

sample

Figure 6.2: Schematic of experiment. (Ti:Sa) Mode-locked titanium-sapphire laser. (MI)
Michelson-type interferometer. (SLM) Spatial light modulator. (NA) Objectives with spec-
ified numerical aperture. (D1-PMT) detector one; photomultiplier tube. (D2-EMCCD)
detector two; electron-multiplying CCD camera.
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Figure 6.3: Sample characterization. (a) Bright field image of the air-silica interface with
epi-illumination. On the right-hand side of the image we see the surface of the disordered
silica layer. On the left-hand side we see the glass substrate (out of focus), because part
of the silica layer broke off the substrate surface during fabrication. Within the areas of
the dashed circles we performed two series of wavefront shaping experiments. (b) Bright-
field image of the silica-glass interface with trans-illumination, at a location approximately
opposite to the center area in image (a). (c) Time-resolved transmission of the fundamental
radiation (λ = 840 nm) through the sample, measured with an experimental setup similar
to [135]. The red solid line is an exponential fit of the long-time decay. The gray line is the
transmission through a slab with the same decay time (τ = 3.29 ps) and the same thickness
(L = 82µm) assuming diffusive transport calculated by Eq. 2.18.
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for a description) is positioned such that the front interface coincides with the focal
plane of the first objective. In the beam path in front of the air-immersion objective
there is a pellicle beam splitter for (partial) detection of the reflected light. The
incident power on the sample is 25 mW, which corresponds to an average irradiance of
1MW/cm2 for a tight focus by a flat wavefront. The transmitted light is collected with
an oil-immersion objective (NA=1.4). The back interface of the sample is at the focal
distance of this objective. A number of flip mirrors (not shown) allows the detection
of either the reflected light or the transmitted light either with a photomultiplier tube
(PMT) or an electron-multiplying CCD camera (EMCCD). In all detection pathways,
band-path filters can be introduced to selectively detect only the second harmonic
radiation at 420 nm wavelength.

6.3.2 Sample

The sample, which is placed between the two objectives, consists of a disordered slab
of silica beads (single bead diameter 250 nm to 500 nm) on a standard glass cover
slip (thickness 0.17 mm). The silica layer was fabricated by successive application
of several silica layers from a colloidal dispersion in ethanol. For the first layer, we
used beads of 500 nm diameter and added second-harmonic active nanocrystals in
a very low concentration (10−5 mass fraction). The nanocrystals consist of barium
titanate (BaTiO3) in a tetragonal crystal structure, which have an average diameter
of 200 nm. We used a spray-coating technique to apply the first layer on top of the
substrate. Fabrication by the spray-coating technique is a fast, however, the resulting
slabs have a relative rough surface (see chapter 5.2). To obtain a smooth top surface,
successive layers where made from a 1:1 mixture of 250 nm and 350 nm beads, applied
by the controlled-drying technique [152–154]. The mixture of differently sized beads
was chosen to ensure a disordered deposition and prevent the formation of ordered
photonic crystal-like structures during the drying process [155].

We characterize the sample by bright field microscopy, time-resolved transmis-
sion measurements and by measuring the ballistic transmission of the fundamental
radiation.

The bright field images are depicted in Fig. 6.3. At the air-silica interface in the
center of Fig. 6.3a, the layer surface is smooth, forming domains of about 500 µm in
diameter in size which are separated by visible cracks. By scanning the focus of the
microscope, we determine a layer thickness L = (85± 10) µm in the area marked by
dashed circle ‘1’. On the glass-silica interface (Fig. 6.3b), inhomogeneities and cracks
are prominent, and intact domains are of the size of 20 µm to 100 µm.

We measured the dynamic transport of light at the fundamental radiation wave-
length (λ = 840 nm) through the sample by measuring the time-resolved transmission
by heterodyne detection (Fig. 6.3c) in an optical setup similar to [135]. For this, we
illuminate a small area (< 10 µm) on the air-silica interface within the area marked
with the dashed circle ‘1’ in Fig. 6.3a, and detect the scattered light in transmission
in the forward direction. We averaged the measurements from five different points
within the marked area to remove temporal speckle (black dots). We fit the long-term
behaviour of the detected flux with an exponential decay (red line), resulting in a
decay time τ = 3.29 ps. At early arrival times, more light is detected than would be
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expected by the diffuse transmission through a slab of the same thickness with the
same long-term decay constant (gray line), calculated by Eq. 2.18. The long-term
decay is well-described by an exponential decay, from which we determine the dif-
fusion constant D = 2.5 · 102 m2s−1. From the diffusion constant, we calculate the
mean free path l in the medium by D = vEl/3 [10], where vE is the energy velocity
in the medium. The energy velocity in turn is obtained by calculating the effective
refractive index in the medium neff = 1.26 by Maxwell-Garnett-theory [84], where
we use refractive index of the fused silica spheres n = 1.46 and the filling fraction
f = 0.6 as estimated from SEM images of comparable samples. Using the measured
value of D and the computed vE, we obtain the mean free path lexp = 3.2 µm. The
time-resolved transmission at early arrival indicates that the light transport in the
sample is not fully described by diffusion. In the following we further investigated on
the potential involvement of ballistic transport.

To quantify contributions of ballistic transport we placed the sample in our setup
described in Fig. 6.2. We overlapped the focal planes of both objectives and set a
flat wavefront on the SLM. In a reference measurement with a bare glass substrate a
tight intense focus was visible on the camera. With the sample in place we observed
the camera image while translating the sample perpendicular to the optical axis. For
most sample positions a faint speckle pattern was visible. At other positions a tight
focus was observed on the camera with peak intensities up to 10−3 relative to the
glass reference indicating a non-vanished ballistic component. Based on the decay of
the ballistic component described by the Lambert-Beer law (Eq. 2.10), we can locally
assign a scattering mean free path of 12 µm to these positions.

Furthermore we qualitatively examined the light transmission of the second-
harmonic radiation through the sample. For practical purposes we directly illumi-
nated the sample with monochromatic light at the wavelength λ = 405 nm (close to
the SHG wavelength λ = 420 nm). In transmission, we observed a speckle pattern
by eye, which did not show any preference of the forward direction independent of
the position of the illuminated spot on the sample. Ideally, a characterization would
include a time-resolved transmission measurement, however, the experimental setup
(Fig. 3.6) cannot be operated at this wavelength.

In the following we compare these results to calculations of the transport mean
free path of comparable systems based on Mie theory [84]. From a standard Mie
program we obtained the scattering cross section σs and the anisotropy parameter
〈cos θ〉 of a single fused silica sphere. Assuming independent scattering and a filling
fraction of f = 0.6 we calculate the transport mean free path for a random medium
from monodisperse spheres as a function of sphere radius by Eqs. 2.8 and 2.14. The
results from the calculations for both the fundamental radiation (λ = 840 nm) and
the second-harmonic radiation (λ = 420 nm) are plotted in Fig. 6.4. To obtain an
estimate for the transport mean free path for our sample we consider the results for
sphere radii used for the sample fabrication. The corresponding calculated mean free
paths for the fundamental radiation are lMie(125 nm) = 5.5 µm, lMie(175 nm) = 3.3 µm
and lMie(250 nm) = 2.0 µm. The arithmetic mean is lMie,840nm = 3.5 µm. For the
second harmonic radiation, we obtain lMie,420nm = 0.58 µm.

From both our sample characterization and the calculations we can conclude two
points: firstly, for the fundamental radiation, light transport in the sample is partly
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Figure 6.4: Calculated transport mean free path as a function of sphere radius in a disor-
dered slab of monodisperse spheres with a refractive index n = 1.46 and a filling fraction
f = 0.6.

ballistic and partly diffuse. Secondly, for the SHG, light transport is diffuse. For
the fundamental radiation, the ballistic component should be reduced by more than
eleven orders of magnitude if a transport mean free path l = 3.5 µm would hold over
the full slab thickness of L = 85µm.

The observed ballistic or weakly scattered transmission can be explained by the
presence of cracks inside the medium which are visible at the backside of the sample.
The light propagating along these cracks can quickly be transported through the
sample with few scattering events. On the other hand, we see that for a considerable
fraction of the light the path length is many time the geometrical sample thickness.
The long time tail of the decay curve is well described by an exponential decay,
as expected from diffusion. We notice that the mean free path obtained from the
experiment, lexp = 3.2 µm, coincides well with the theoretical results, only deviating
by 10% from the arithmetic mean of the three calculated values. For the second-
harmonic radiation we observe only diffusely transmitted light. We also see from
Fig. 6.4, that the calculated mean free path for the second-harmonic radiation with
lMie,420nm = 0.58 µm is considerable shorter in the same range of radii. Although the
SHG radiation should be in the same way affected by scattering along cracks, much
thinner compact scattering layers along the scattering path are needed to randomize
the direction of the light compared to the fundamental radiation.

6.3.3 Experimental procedure

Sample positioning

The sample was mounted on a manually controlled 3-axis stage. The z-position (along
the optical axis) was fixed such that air-silica interface is a Fourier plane to the SLM
surface; i.e., a flat phase pattern on the SLM results in a tightly focused illumination.
While collecting the light in the transmission configuration, the sample was translated
with the x-actuator and y-actuator in search for a position at which a spurious SHG
signal was detected by the PMT. We performed two series of the experiment at two
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different locations, marked by the dashed circles Fig. 6.3a. For both series we selected
a position at which no cracks were visible in the illuminated area of the silica layer.
For the second series, the center point of illumination was approximately 1 mm distant
from the edge; for the first series, we carefully determined the position for comparison
with the time-resolved transmission measurements (Fig. 6.3c).

Wavefront shaping experiment

During the experiment, the wavefront was modulated by the SLM in an iterative
closed-loop optimization scheme in order to maximize the SHG signal, which was
collected by the objective in transmission and detected on the PMT. The segmenta-
tion of the wavefront chosen for optimization was successively increased during the
experiment (N = 12, 48, 192, 768 and 19200 segments on the SLM surface). For each
level of segmentation, we optimized the signal until convergence was reached. For
the optimization scheme, we opted for the so-called ‘partitioning algorithm’, during
which all segments of the SLM are addressed simultaneously [147]. During each it-
eration of the algorithm, half of the segments are randomly chosen to be static. The
other half is synchronously altered by an additional phase shift, in Nϕ = 8 discrete
steps. The concerted modulation provides a high signal-to-noise ratio (SNR), which
is beneficial in view of the low photon count rate encountered in this experiment. The
feedback signal is fitted with a cosine squared function to determine the best phase
value. We observed that the partitioning algorithm has a small drawback, similarly
to the observations by Vellekoop et al. in a linear WFS experiment [147]: In rare
cases the cosine fit fails to return the best phase value. When the determined opti-
mal phase has a large error, the constructive interference can be almost completely
destroyed in a single iteration. Following the suggestion of Vellekoop et al. [147], we
solved this problem by keeping the previous SLM phase pattern in memory. After the
new iteration, the determined optimized phase pattern is tested in a single feedback
measurement and reverted to the previous pattern in the case that the signal has
decreased. However, we found that this strategy has the disadvantage that the SNR
of a single feedback measurement is lower than the SNR of the phase shift in Nϕ

steps. The safety step slows down the optimization when it approaches a maximum,
since better phase patterns are likely to be rejected due to noise.

Autocorrelation measurement

Before and after the WFS experiments, we performed an autocorrelation measure-
ment [108] to obtain information about the pulse duration at the nanocrystals inside
the medium. For this purpose, the movable-arm of the Michelson-interferometer was
scanned in discrete two-step movement (see 5.2) while the SHG count-rate on the
PMT was recorded.

98



6.4. Results

10
1

10
2

10
3

10
4

10
0

10
2

10
4

effective number of segments αN

e
n
h
a
n
c
e
m

e
n
t 

η

(  )

 

 

series 1

fit1; γ = 0.004

series 2

fit2; γ = 0.007

Figure 6.5: Enhancement of the detected SHG count rate η versus effective number of
segments αN . The data points of series 1 correspond to the experiment which we conducted
at the location 1 in Fig. 6.3a and which is analyzed extensively in this chapter. The data
of series 2 has been acquired in an analogous experiment performed at location 2. The
data has been fitted using Eq. 6.3, with the control factor γ as fit parameter. For the
highest achieved enhancement of series 1 (data point in brackets; η = 1.7 · 104) we aborted
the experiment algorithm before convergence was reached; therefore the data point is not
considered for the fit. The relative statistical measurement errors due to noise are below
0.01, since we averaged the count rates over many measurements, therefore we omit showing
error bars.

6.4 Results

Enhancement

We found that the wavefront shaping optimization enhances the SHG signal by more
than four orders of magnitude (see Figure 6.5). We quantified the enhancement η
defined by

η ≡ I2ω,opt

I2ω,av

, (6.6)

where I2ω,opt is the count rate after optimization. As reference, we obtained the av-
erage count rate I2ω,av for each level of segmentation by averaging over 200 separate
measurements, each acquired with a different random wavefront incident on the sam-
ple. Figure 6.5 shows the enhancement as a function of segmentation. An enhance-
ment as high as η = 1.7·104 was reached for the highest segmentation. In this case the
algorithm was stopped due to time limitations after three days before convergence was
reached. We fitted the data points obtained from the wavefront shaping experiments
of the two series by Eq. 6.3. We determined the factor α ≡ 〈|A|〉2/〈|A|2〉 = 0.43
from the amplitude distribution of the incident beam on the spatial light modulator.
In the following, we present the results and the analysis of the camera images and
the autocorrelation measurements. As results from series 2 do not lead to different
conclusions, we only show those for series 1.
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Figure 6.6: Camera images of the second harmonic radiation (λ = 420 nm) at the surface
of the scattering medium. The scale bars correspond to a length of 20 µm. (a,b) Aver-
age images from 100 measurements with different randomly generated wavefronts, at the
silica-air interface (a) and the silica-glass interface (b). (c,d) Images after optimization by
wavefront shaping at the front interface (c) and the back interface (d). (e,f) Cross cuts
along the horizontal axis through the point of maximum intensity of the diffuse spots. We
determine the depth of the nanocrystal in the focus by fitting the diffuse spots within the
field of view (FOV) with diffusion theory (red lines). Note that we applied a spatial low
pass filter to all images in Fig. 6.6 to remove camera noise; this also slightly reduces the
speckle contrast in the images but furthermore has no effect on the further analysis.
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Figure 6.7: (a) Autocorrelation measurement before wavefront shaping. The measurement
was performed with a random wavefront applied on the SLM with a low segmentation
(N = 768 segments). Red line: fit of Eq. 5.2 to the data, where the diffuse intensity
propagator (Eq. 2.18) was used to obtain the intensity 〈Id(t)〉. The only fit parameter was
the particle depth from the silica-air interface, obtaining z1 = 28µm. (b) Autocorrelation
measurement after wavefront shaping optimization with N = 768 segments. The light is
focused in a short pulse. From the full width at half maximum of the sech2 fit (FWHM =
178 fs), we determine a pulse duration of τfocus = 116fs (deconvolution factor 0.65).

Second harmonic radiation imaged at front and back interface

Before wavefront shaping, no SHG signal from the nanocrystals can be identified from
the camera measurements (see Fig. 6.6). Each of the shown images is an average
of 100 measurements, which have been separately acquired each with a different
random incident wavefront. In reflection, at the position of the incident fundamental
radiation, a faint reflection at the second harmonic frequency is visible. This signal is
caused by second harmonic generation in the silica host beads. It can be suppressed
to the largest extent when a non-flat wavefront is applied on the SLM such that a
tight focus is avoided. In transmission, no signal is visible at all before optimization.

After wavefront shaping, a symmetric diffuse spot of SHG radiation can be clearly
observed from both interfaces. We found that the sharpest image of the diffuse spot
in transmission is obtained when the focal plane of the objective coincides with the
sample interface. Translating the focal plane of the second objective towards the
sample did not lead to a sharp (or partly sharp) image of the nanocrystal, proving
that the light transport of the SHG radiation is diffuse.

We determined the depth of the nanocrystal inside the slab by fitting the dif-
fuse spots with diffusion theory [14]. For the fits we used the slab thickness L =
(85 ± 10)µm as determined by bright field microscopy (Fig. 6.3a), and we used the
nanocrystal depth as fit parameter. From the reflection image, we obtain the particle
distance to the interface of z1 = 58.5µm. From the transmission image we obtain
z2 = 20.5µm. The error margin for the fits is about one transport mean free path
[14], which for the SHG light is below 2µm. The sum z1 + z2 = 79µm coincides with
the slab thickness L with the accuracy of the thickness measurement.
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Figure 6.8: Normalized autocorrelation measurements. Data points (grey triangles) are
plotted together with the corresponding sech2-fits. (a) At the sample position without a
disordered layer. Full width at half mean (FWHM) is 298 fs. (b) After the WFS experiment
with N=19200 segments; FWHM is 190 fs. (c) After the WFS experiment with N=768
segments; FWHM is 179 fs. (d) At the output of the Michelson interferometer; FWHM is
102 fs.

Autocorrelation measurement before and after WFS

Figure 6.7 shows the autocorrelation measurements before wavefront shaping and
after the optimization with N = 768 segments. The measurement before the opti-
mization was performed with a random wavefront applied on the SLM with the same
segmentation into N = 768 segments. By this, we ensure that the second harmonic
generation on silica particles at the interface is negligible and we only detect SHG
from particles inside the medium. The result shown in Fig. 6.7 is typical for the
autocorrelation of a speckle pulse: Around zero time delay, we see a sharp peak (3:1
peak-background ratio) resulting from the autocorrelation of each of the temporal
subpulses contained in the speckle pulse. At larger time delays we observe the cross-
correlation of the subpulses, decaying on a time-scale on the order of picoseconds. In
Sec. 5.3.1 in the previous chapter we have described this behaviour in more detail.

Here, the autocorrelation shows hardly any randomness on the wings, in contrast
to what could be expected from the autocorrelation of a speckle pulse in a single
mode. This result indicates that several nanocrystals are present in the probed sample
volume and that the particles support several independent modes for the SHG process,
resulting in averaging over speckle. The fact that the transition from the short-term
correlation to the wings is clearly visible at a 2:1 signal ratio on top of the background
indicates that for the incident wavefront only diffuse light reaches the nanocrystal(s).
We will discuss the fit to the data in the discussion section.

After wavefront shaping, we observed a narrow autocorrelation peak, indicating
that a short pulse is formed inside the medium (Figure 6.7b). From the full width at
half maximum of the sech2 fit (FWHM = 178 fs), we determined a pulse duration of
τfocus = 116 fs (deconvolution factor 0.65).

We compare the pulse duration after the wavefront shaping experiments with the
output pulses of the laser and the situation before wavefront shaping. The comparison
is summarized in Fig. 6.8. At the output of the Michelson interferometer, the pulses
have a duration of about τlaser = 66 fs, determined from Fig. 6.8d with a deconvolution
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Figure 6.9: Phase pattern applied on the SLM after the wavefront shaping optimization
for with a segmentation into N = 768 (a) and N = 19200 (b) independent segments.
For the lower segmentation, no correlation between adjacent segments is visible. For the
higher segmentation, concentric rings are visible, and correlations with neighboring seg-
ments. They indicate the forming of a Fresnel lens by which the focus is translated from
the front interface into the medium.

factor 0.65. Fig. 6.8a shows the autocorrelation at the sample position. For this
measurement, we placed single BaTiO3 nanocrystals on a bare glass substrate without
a disordered medium. Since the light travels through a number of optical elements
from the Michelson interferometer to the sample, the pulses are stretched due to
material dispersion to a duration of τchirp = 193 fs (see Fig. 6.8a). The focused pulses
are shorter again in duration, τfocus = 116 fs when optimized with N = 768 segments
(Fig. 6.8c) and τfocus = 123 fs when optimized with N = 19200 segments (Fig. 6.8c).
The highly segmented wavefront leads to a longer pulse duration. This interesting
trend will be discussed and put in a broader scope in the discussion section.

Optimized phase front and projection onto sample

The optimized phase pattern is random for a low segmentation (Fig. 6.9a) and shows
structure and correlations for a high segmentation (Fig. 6.9b). For the lower seg-
mentation, no correlation between adjacent segments is visible. For the higher seg-
mentation, concentric rings are visible, and correlations with neighboring segments.
The observation indicates the forming of a Fresnel lens by which the focus is trans-
lated from the front interface into the medium and that the focus is partly formed
by ballistic light.

To understand this result we image the propagating wavefront at the fundamental
frequency for the same two phase settings of the SLM without a scattering medium in
order to identify a ballistic contribution to the focus on the nanocrystals. Equivalently
to the sample placement procedure, we placed a bare glass cover slip at the sample
position, such that its front interface is a Fourier plane of the SLM surface. With the
oil-immersion objective on the transmission side, we image the wavefront at different
depths inside the cover slip. The resulting images are shown in Fig. 6.10. For the
series of Fig. 6.10a, a random wavefront (segmentation N = 19200) was projected
onto the sample. For the latter case a speckle pattern is visible at all depths, with one
exception: at the substrate surface a tight focus is visible at the center, originating
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Figure 6.10: Propagation of different wavefronts at the fundamental wavelength (λ =
840nm) in a bare glass substrate. The position of the image along the optical axis is
indicated in the images. (a) A random wavefront (segmentation N = 19200) is projected
onto the sample. (b) The wavefront resulting from the wavefront shaping experiment with
N = 768 segments is incident. (c) The wavefront resulting from the wavefront shaping
experiment with the highest segmentation (N = 19200) is incident.
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from light which is not modulated by the SLM: it is caused by partial reflection (≈ 5%)
of the beam at the front window of the SLM. For the series of Fig. 6.10b, the wavefront
resulting from the experiment with N = 768 segments was incident. At the interface
the superposition of the Fourier transform of a single SLM segment and the entire
random wavefront on the SLM is visible. The wavefront diverges as it propagates
deeper into the medium. The scale bar was adjusted such that the lower intensities
at larger depths are well-displayed; the count rate in high intensity areas in the first
images is beyond the maximum of the scale bar 2·103 Hz. The overall count rates of
the series was lower compared to the two other series since we placed an additional
neutral density filter in front of the camera. In the last series of Fig. 6.10c, the
wavefront resulting from the experiment with the highest segmentation (N = 19200)
was incident. At the objective position zobj = 68µm, a focus was formed. We
observed that the light focused deeper inside the glass substrate than the determined
depth of the nanocrystal inside the disordered medium (see Fig. 6.6). This difference
can be consistently explained by comparing the refractive indexes of both media in
view of Snell’s law. The focus resulting from a converging wavefront is translated
deeper into the medium as the refractive index increases. Since the refractive index
of the glass cover slip is higher than the effective index of the medium, the focus
manifests at a larger depth.

6.5 Discussion

Spatial and temporal focus

Our experimental results strongly support the picture that we achieved focusing of
a short pulse onto a single point deep inside the random medium. Regarding the
temporal aspect, the autocorrelation measurement clearly proves that at the point
of the SHG conversion a short pulse is present (Fig.6.7). A more complex temporal
distribution, e.g., the formation of a double pulse, would reflect in an autocorrelation
of higher complexity. However, based on the autocorrelation measurement alone
we are not able to distinguish the situation of a single spatiotemporal focus from
possible several separate spatiotemporal foci. Both situations would result in a narrow
autocorrelation.

Regarding the spatial aspect of the focus, we consider the images of the diffuse
spots on the sample front and back interface. The spots are center-symmetric, which
would not be the case for two laterally separated light sources. Furthermore, the
analysis of the diffuse spots at both interfaces consistently give the same result for
the position of the light source along the optical axis, with an accuracy on the order of
the transport mean free path. We can therefore state that all the enhanced SHG light
originates from a small volume inside the medium of the dimensions of the transport
mean free path. Within this volume, the light forms a short pulse.

Transition from focus of diffuse light to focus of ballistic light

Our results indicate that both diffuse light and ballistic light can play a role in
creating the focus. For the optimization by N = 768 segments the diffuse component
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predominates by far and we do not see indications that a ballistic contribution is
optimized. For the higher segmentation N = 19200 both the diffuse and the ballistic
component contribute a relevant fraction to the focused light.

The observation that the optimized pulses are shorter than the chirped incident
pulses (τchirp = 193 fs vs. τfocus = 116 fs for N = 768 and τfocus = 123 fs for N = 19200)
can only be explained by the contribution of multiply scattered light. There are two
ways to shorten a strongly chirped pulse; first, dispersion compensation, and second,
to a limited extent, spectral selection. The latter effect can only shorten pulses
which are strongly chirped, i.e., when the red and the blue end of the spectrum are
temporally separated by more than the original pulse duration, which is the case
here (τchirp = 193 fs vs. τlaser = 66 fs). Focusing through a random medium by short-
pulse WFS inherently performs a combination of both dispersion compensation and
spectral selection as was shown in chapter 3. However, short-pulse WFS will only
lead to any of the two effects if the shaped scattered fields are sufficiently random.
In other terms, the C(1)-frequency correlation (Eq. 2.31) needs to be significantly
narrower than the width of the spectrum, which implies multiple scattering.

All evidence suggests that the pulse obtained by the N = 768 optimization is only
formed from diffuse light. The optimal phase pattern is random (Fig. 6.9a) and the
propagation of optimized wavefront in the glass substrate does not show a focusing
effect. As we will see in the next section, the enhancement is well-described based on
the diffusion model. In addition to these experimental findings, the resulting pulse
duration τfocus = 116 fs exactly coincides with the most frequently obtained pulse
duration in the simulation in chapter 4. In this simulation, we use a pulse with the
same initial pulse duration τlaser and the scattering is modeled by diffuse transport
(see Fig. 4.4).

For the optimization with a segmentation of N = 19200 we observe clear signs
for an additional contribution of ballistic light. A part of the phase pattern exhibits
Fresnel rings (Fig. 6.9b) and the projection of the wavefront into a homogeneous
medium leads to a tight focus at the correct depth (Fig. 6.10c). The pulse duration
τfocus = 123 fs is enhanced compared to the lower segmentation case, but nevertheless
remains significantly below the duration of the chirped input pulses. This difference
indicates that the focus is still formed to the largest fraction by multiply scattered
light. If the focus would be constructed only from the ballistic light, the autocorre-
lation of the focus would reproduce exactly the result from the chirp measurement.
As this optimization was stopped before convergence we cannot state whether, or to
which degree, this mixed contribution is stable. This is an interesting question which
might be addressed in future studies.

The different behaviour of the low segmentation and high segmentation optimiza-
tion can be explained by Fig. 6.9. The radial distance between two concentric rings
forming the Fresnel lens in Fig. 6.9b is shorter than the segment size in Fig. 6.9a, i.e.,
with the lower segmentation the ballistic focus cannot be formed and only multiply
scattered light is optimized. Therefore the choice of segmentation resolution allows us
to selectively choose either to optimize purely diffuse light or to include the ballistic
component in the optimization.
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Enhancement and segmentation

As Fig. 6.3 illustrates, the relation between enhancement η and segmentation N is
well-described by the fit by Eq. 6.3 with exception of the data points at the lowest
segmentation. There the experimentally observed enhancement was above the fit by
Eq. 6.3, which we can explain in the following way. In the model leading to equation
6.3 we assume that the focus is converged to a single pulse focused in a single coherent
volume in one of the nanocrystals. From all other SHG sources outside this volume
(and at earlier and later arrival times), we assume a contribution given by the ensem-
ble average. However, for a low number of controlled segments, the highest feedback
signal may result from optimizing two or more of these ‘spatiotemporal focal points’.
Consequently a higher enhancement should be observed than predicted by the model.
For an increasing segmentation the focus quickly converges to a single spatiotemporal
focus and the model gives an accurate description of the scaling between η and N .
The good agreement in the range from N = 48 to N = 786 furthermore supports the
interpretation that the focus formed by randomly scattered light.

Based on the control factor γ = 0.004 obtained from the fit in Fig. 6.5 with Eq. 6.5
we can approximate the number of competing spatiotemporal coordinates. We will
use the factors γα = 0.28 and γr = 0.57 which were calculated for equally sized
BaTiO3-nanocrystals in in the previous chapter (Sec. 5.3.2). This leaves γnγτ =
0.025 = (40)−1 as the value of the product of the remaining two factors, i.e., the
inverse product of the number of nanocrystals in the probe volume and the number of
temporal degrees of freedom. We determine γτ by fitting Eq. 5.2 to the autocorrelation
before wavefront shaping (Fig. 6.7a). Here the obtained intensity 〈I(t)〉 is averaged
over all particles in the probed volume, in contrast to the experiment described
in the previous chapter where only a single particle was detected. Evaluation of
Eq. 5.9 with 〈Id(t)〉 gives γτ = 0.15. Based on this calculation (γn)−1 = 40γτ ≈
7 nanocrystals are contributing to the SHG signal. This number differs from an
estimate based of the mass fraction of nanocrystals inserted in the slab: Assuming a
homogeneously distributed diffuse fundamental intensity in the probed volume of the
slab, we expect approximately 30 to 50 contributing particles. The deviation indicates
that the assumption of homogeneous diffuse transport is not valid for the sample.
The obtained average particle depth from the fitted autocorrelation ((Fig. 6.7a))
further supports this conclusion: The fit based on diffusive propagation with a single
diffusion constant gives an average particle depth z0 = 28µm, contradicting the SHG
nanocrystals are distributed in the first layer on top of the substrate, 50 µm to 80 µm
away from the injection point of the fundamental pulses.

6.6 Conclusions

In summary, we have experimentally demonstrated spatiotemporal focusing on nano-
crystals hidden deep inside a disordered medium by wavefront shaping using second-
harmonic generation from embedded nanocrystals. Our data strongly supports the
picture that a single spatiotemporal focus is formed inside the medium. In the in-
vestigated system, light propagation of the fundamental radiation is in the regime
between ballistic and diffuse transport; for the SHG radiation, light transport is diffu-
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sive. Without optimization, light transport to the nanocrystals is largely dominated
by diffusion. By means of the segmentation of the wavefront we can control whether
the optimized focus is formed only from multiply scattered light or both from ballis-
tic and randomly scattered light. In the diffuse regime, the observed enhancement
of the SHG signal agrees with our theory. To conclude, we demonstrated that our
approach for spatiotemporal focusing inside complex photonics systems is feasible,
which opens the door for many experiments not only in disordered systems, but also
metamaterials or photonic crystals. Furthermore, the studied experimental system
in particular is evidently interesting to study the transition regime between ballistic
and diffuse light transport.
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CHAPTER7

Optimal spatiotemporal focusing through random
media

We present a new approach to achieve optimal spatiotemporal focusing through com-
plex scattering media. In contrast to the preceding chapters, the scheme is based on a
wavefront synthesizer which can modulate waves both spatially and temporally. Using a
nonlinear feedback signal to iteratively shape the incident pulsed wavefront, we show that
the limit of a spatiotemporal matched filter can be achieved, i.e., the wave amplitude at
the intended time and focus position is maximized for a given input energy. The method
is successfully tested by simulations based on a experimentally acquired ultrasound trans-
mission matrix and is generally applicable to all types of waves.

7.1 Introduction

Most imaging systems are based on the ability to focus a wave beam inside the area of
interest. In the context of echographic imaging, focusing of ultrasound in the human
body can be achieved with a transducer array and electronic delay lines: the same
pulsed waveform is sent from each transducer with the appropriate delay making all
the waveforms converge in synchrony at the desired focus location. However, that
principle is not practicable any more as soon as the sample thickness becomes larger
than the mean free path, i.e., the average distance between two random scattering
events. In such a strongly scattering medium, it has been shown with ultrasonic waves
that spatiotemporal focusing can be achieved using time reversal: a training pulse is

The content of this chapter has been published as: J. Aulbach, A. Bretagne, M. Fink, M. Tanter,
and A. Tourin, Phys. Rev. E 85 016605 (2012).
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first sent from a source located at the intended focal point, travels through the scat-
tering medium and is captured at a transducer array, the ’time reversal mirror’[39].
The waveforms received on the time reversal mirror are flipped in time and sent back,
resulting in a wave converging at the desired focus location. Time reversal focusing
is optimal in the sense that it achieves a spatiotemporal matched filter, a term well-
known from signal processing; for a given input energy, the amplitude of the pulse
at the focal spot is maximal [156]. Time reversal has also been implemented for mi-
crowaves [42]. For optical waves, time reversal has not been demonstrated yet, since
optical time reversal mirrors are challenging to realize.

Therefore in optics a different approach, named ’wavefront shaping’ (WFS), has
been taken to steer light through strongly scattering media [13]. The principle is
based on spatial phase modulation by Spatial Light Modulators (SLM), which enables
one to modulate the complex amplitude of the independent modes of the incident
wavefront. The intensity in the selected output mode, e.g., the focal spot, is used
to match the wavefront to the scattering medium by an adaptive algorithm. Owing
to their enormous amount of pixels, state-of-the-art spatial light modulators allow
achieving transmission of substantial amounts of the input energy [14].

A big advantage of adaptive wavefront shaping approaches lies in the fact that
a direct access to the amplitude at the focus is not required, such that any type
of intensity probe can be used. For instance the fluorescence from dye molecules
allows to focus on objects hidden inside a complex medium [14]. The concept has
been applied to other types of waves, such as surface waves [31] and ultrasonic waves
in the single scattering regime for medical imaging [157] and MR-guided ultrasonic
therapy [158].

Initially introduced in the monochromatic regime, WFS has recently been ex-
tended to broadband light for spatiotemporal focusing [135]. In this work it was
shown that spatial control of the input waves is sufficient to achieve spatiotemporal
control of the scattered waves. The key idea is to use coherence gating for optimizing
a single specific predetermined point in time. Performing the optimization at a spe-
cific time in the speckle amounts to combine all the scattering paths that have about
the same length. This principle also works efficiently without defining a focusing
time in the case when the temporal delay spread induced by the scattering medium
is comparable to the input pulse duration [109]. In both cases, the missing control
of temporal degrees of freedom is compensated by manipulating spatial ones. In a
complementary way, temporal control of the input light based on pulse shaping [59]
can be used to achieve spatiotemporal focusing by spatially localized phase compen-
sation [159]. Both approaches exploit the fact that temporal and spatial degrees of
freedom are mutually convertible in a complex medium [100].

In the present chapter, we demonstrate how to fully control both spatial and tem-
poral degrees of freedom to achieve optimal spatiotemporal focusing for a broadband
ultrasonic wave propagating through a complex multiple scattering medium. Like
in the context of time reversal focusing, we use the term ’optimal’ in the sense of a
spatiotemporal matched filter, i.e., for a given input energy, our method maximizes
the wave amplitude at the intended time and focus position. The difference with
time reversal is that no amplitude measurement is required at the focus location.
Instead spatial and frequency resolved wavefront shaping can be achieved with a
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(a)
feedback

(b)

WFS

Figure 7.1: Spatiotemporal focusing by wavefront shaping with a nonlinear feedback signal.

nonlinear feedback intensity signal and is capable to reach optimal spatiotemporal
focusing.Thus our concept should be generalizable to all types of waves.

The chapter is structured as follows. In the first part we provide an illustration of
our experimental scheme, followed by a review of the definition of optimal focusing in
terms of a spatiotemporal matched filter and a detailed description of the wavefront
shaping optimization. In the second part, we demonstrate by simulations that our
scheme leads to optimal spatiotemporal focusing. The simulations are based on the
experimental data of the linear transmission of a random medium. After having
described the measurements of the transmission matrix, we present the results of the
simulations and confirm the optimal focusing by comparison with a simulated time
reversal experiment.

7.2 Wavefront shaping with nonlinear feedback for

optimal spatiotemporal focusing

7.2.1 Concept

In Fig. 7.1 the experimental system and the principle of our idea are illustrated.
Our aim is to achieve optimal spatiotemporal focusing of a broadband signal through
a thick random scattering medium without requiring a measurement of the field
amplitude at the focal point. For this purpose we propose the following scheme.
A transducer array is placed in front of the medium which can synthesize arbitrary
signals over the considered bandwidth. We place a time-integrating nonlinear detector
at the focus point in the receiver plane. Using the detector response for a suitable
optimization scheme, we find the signal which is to be emitted from the transducer
array to achieve optimal focusing.

7.2.2 The matched filter approach for optimal focusing

Our goal is to maximize the signal amplitude at some focus point m0 in the receiver
plane at time t0 for a given energy radiated from N points in the emitter plane. In
signal processing, this is known as the spatiotemporal matched filter approach.
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Spatial matched filter

At first we recapitulate the conditions for optimal spatial focusing in the sense of
a spatial matched filter[156]. Let (E(ω))n, 1 5 n 5 N be the input signals in the
emitter plane, and correspondingly (F (ω))m the signals received in the image plane.
The propagation through the medium from the emitter points to the control points
at one frequency is described by:

F (ω) = T(ω)E(ω), (7.1)

where T(ω) is the propagation operator, or transfer matrix, between the points at a
given frequency ω. The amplitude received at the focal point m0 at a single frequency
ω is given by

Fm0(E) =

〈
TE|F (0)

〉
||E||

=

〈
E|tT∗F (0)

〉
||E||

, (7.2)

where
F (0) = {0, ..., 0, 1, 0, ...., 0} (7.3)

is the projection onto m0. The inequality of Cauchy-Schwartz sets the upper bound
for this expression: 〈

E|tT∗F (0)
〉

||E||
5
∥∥tT∗F (0)

∥∥ (7.4)

Equality holds, if E ∝t T∗F (0), or

∀n En(ω) = α(ω)T ∗m0n
(ω). (7.5)

The maximum amplitude at the focal pointm0 is reached when all En are proportional
to the complex conjugate of the respective transmission coefficient. This situation
corresponds to a phase conjugation experiment or a time reversal experiment at a
single frequency.

Temporal matched filter

Let us denote by Tm0n(t) the impulse response between emitter n and receiver m0,
which is the Fourier Transform of the respective transfer function in the frequency
domain Tm0n(ω). When one aims at maximizing the amplitude received at time
t0 = 0, it is well-known that En(t) = Tm0n(−t) has to be sent from n. The signal at
m0 then writes as

Fm0(t) =
∑
n

Tm0n(t)⊗ Tm0n(−t) =
∑
n

∫
dω eiωtTm0n(ω)T ∗m0n

(ω) (7.6)

which is the autocorrelation of the impulse response, or the inverse Fourier transform
of the power spectrum, respectively. It is an even function with its maximum value
at t = 0 when all frequency contributions add in phase. Hence the magnitude at
t0 is directly proportional to the transmitted energy. As Tm0n(−t) is the Fourier
Transform of T ∗m0n

(ω), it also achieves the spatial matched filter (Eq. 7.5).
This signal exactly corresponds to the one transmitted in a broadband time re-

versal experiment. In the first step, the control point m0 in the image plane behaves
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like a source, such that the wave field recorded by the two-way transducers in the
emitter plane is given by Tnm0(t). In the second step, the recorded fields are emitted
in a time-reversed manner. Under assumption of reciprocity the emission writes as
En(t) = Tnm0(−t) = Tm0n(−t) and thus the focus is given by Eq. 7.6. Hence, time
reversal exactly achieves a spatiotemporal matched filter since it implements a spatial
filter at each frequency of the incident pulse and the correct phase relation between
the frequency components is intrinsically recovered.

7.2.3 Detector response in the simulations

We consider a system with a second-order nonlinearity, which could be realized, e.g.,
by a nonlinear scatterer, such as microbubbles in acoustics [160, 161] or nonlinear
nanocrystals [141] in optics, combined with a time-integrated detection of the scat-
tered second-order response. We calculate the detector response by

JSH = α

∫
dt|F 2

m0
(t)|2, (7.7)

where α is the second-order susceptibility and Fm0(t) the amplitude at the focus point
in the time domain.

In the following we show that the optimization of JSH leads to optimal spatial and
temporal focusing of the waves at the detection point. In order to achieve optimal
spatiotemporal focusing of a broadband pulse, we perform the wavefront shaping
algorithm in two stages, which separately achieves first spatial focusing and then
temporal focusing. It is worth noting that for the first phase, to achieve spatial
focusing, the detection of the linear intensity would be sufficient. However, for an
experimentally convenient approach, we use the nonlinear detector for both spatial
and temporal focusing.

7.2.4 Steps of the wavefront shaping algorithm

In the following we lay out the wavefront shaping algorithm and prove its performance
as a matched filter from a theoretical point of view. In order to achieve optimal
spatiotemporal focusing of a broadband pulse, we perform the wavefront shaping
algorithm in two stages. During the first phase, we achieve optimal spatial focusing.
Based on this result, optimal temporal focusing is achieved after the second phase.

Phase one: spatial focusing

The direct implementation of wavefront shaping as applied in optics to monochro-
matic acoustic waves would be described as follows: at first an arbitrary wavefront
is sent from the emitter plane. The intensity is then measured at the intended focal
point. This can be done directly in measuring the pressure field with a hydrophone
or, in the case of a soft elastic medium, in measuring the displacement induced at
the focal point by the radiation force, which is proportional to the acoustic intensity
[157]. Then the phase of the first transducer is cycled between 0 and 2π while the
intensity is recorded. The phase value for which intensity at focus is found maximum
is then stored in the memory and the same operation is repeated for each transducer.
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Once the optimal phase has been stored for each transducer, the wavefront can be
synthesized by exciting each transducer with the determined optimal phase.

Narrowband optimization by the Hadamard method. Instead of using such
an optimization scheme element by element, we perform a basis transformation to
construct virtual transmitters Êj, defined as linear combinations of real ones, which
greatly improves the sensitivity of the method and reduces the number or iterations
[157]. The coefficients of the combination are taken as the columns Hn(1 < n <
N) of an N by N Hadamard matrix H, with elements Hjnε {−1; 1}. This choice
ensures that the amplitude transmitted from each transducer is maximal. The basis
transformation is performed by

Ê = H−1E (7.8)

and the inverse transformation by

E = HÊ. (7.9)

The field in the receiver plane is given by

F = TE = THÊ = T̂Ê (7.10)

where T̂ is the transfer matrix between the emitters in the Hadamard basis and
the receivers in the canonical basis. For the optimization algorithm, we arbitrarily
chose the first column as the reference. 4N coded beams are sent into the scattering
medium as:

C
(δ)
j = Êref + Êje

iδ (7.11)

jε[1, N ]; δε[0, π,
π

2
,−π

2
] (7.12)

After each transmission the resulting intensity at the focal point m0 is given by

Ij,δ = a2
ref + a2

j + 2arefaj cos(φref − φj − δ), (7.13)

where aje
iφj = T̂m0j is the corresponding transmission coefficient from the transfer

matrix T̂. From the set of measured intensities we are now able to calculate the
optimal wavefront. The complex amplitude to be transmitted from each virtual
transducer to optimize the intensity is given by the following expressions:

Êsmf
j = asmfj eiφ

smf
j

 asmfj = aj =
√
Ij,0 + Ij,π − Iref,0

2

φsmfj = φref − φj = arctan(
Ij,π/2−Ij,−π/2
Ij,0−jn,π )

(7.14)

where the φsmfj compensate for the phase differences between the contributions at the

focal point. The choice of asmfj ensures that WFS achieves a spatial matched filter.

Consequently, all Êsmf
j are equivalent to their corresponding T̂ ∗m0j

up to the global
phase difference φref ,

Êsmf = eiφref (T̂∗)tF (0), (7.15)
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where F (0) selects the m0-th row of the transmission matrix. Finally, a change of
basis leads back to the transducer basis in the emitter plane

Esmf = HÊsmf = eiφrefH(T̂∗)tF (0) = Neiφref (T∗)tF (0), (7.16)

showing, that the wavefront shaping algorithm fulfils the condition of the spatially
matched filter (Eq. 7.5). The emission is equivalent to the one in a time reversal
experiment. With the definition of the Hadamard matrix, HHt = N1, the prefactor
N arises since we omitted the equivalent transformation in the receiver plane. Since
this proportionality factor does not impair any conclusions (see Eq. 7.5), we omit it
in the following.

Theoretical enhancement factor. After optimization for focusing on point m0,
the emitted signal from transducer n is

Esmf
n =

T ∗m0n√∑
n |Tm0n|

2
, (7.17)

where the denominator normalizes the transmission to ensure a given input energy
of the emission. The received signal at focus point m0 is

Fm0 =

∑
n Tm0nT

∗
m0n√∑

n |Tm0n|
2

=

√∑
n

|Tm0n|
2. (7.18)

The average energy received at the focus point m0 is

J (1) =
〈
|Fm0|

2〉 =

〈∑
n

|Tm0n|
2

〉
= N

〈
|Tm0n|2

〉
, (7.19)

where the brackets denote the statistical average. We assume that the transmission
coefficients are independent random variables and follow a circular Gaussian distri-
bution. Without optimization, the normalized initial emission is

En =
1√∑
n 12

=
1√
N
. (7.20)

Then, the average received signal on point m0 is

J (0) =
〈
|Fm0 |

2〉 =

〈∑
n Tm0n

∑
n′ T

∗
m0n′(√

N
)2

〉
=
〈
|Tm0n|

2〉 . (7.21)

The average enhancement, which also gives the signal to background ratio to other
non-optimized modes, is therefore given by

η =
J (1)

J (0)
= N. (7.22)
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Initial works in optics [13] used spatial light modulators which were limited to phase-
only control of the emitted amplitudes, such that the emission is given by

Epo
n =

1√
N

T ∗m0n

|Tm0n|
. (7.23)

The amplitude at the focus is

Fm0 =
1√
N

∑
n

|Tm0n| . (7.24)

In this case the received energy at focus point m is

J (2) =
〈
|Fm0 |

2〉 =
〈
|Tm0n|

2〉+ (N − 1) 〈|Tm0n|〉
2 (7.25)

Hence the enhancement is lowered by the well-known prefactor

J (2)

J (1)
≈ 〈|Tm0n|〉

2〈
|Tm0n|

2〉 =
π

4
≈ 0.8. (7.26)

Extension from narrow-band to broadband optimization. During the first
phase, we achieve spatial focusing for all frequency components contained in emission
spectrum of the broadband pulse with its bandwidth ∆ωbb. Since the transmission
coefficients Tnm(ω) (Eq. 7.1) are random variables of frequency with a correlation
length δω < ∆ωbb, the optimal emission Esmf (ω) (Eq. 7.16) has to be determined
frequency-resolved for intervals ∆ω < δω.

The Hadamard algorithm is performed frequency by frequency in steps of ∆ω, each
time using a narrowband pulse with a Gaussian spectrum of a bandwidth ∆ω for the
emission. For the narrowband emissions, we can assume that the linear intensity can
be readily obtained by I =

√
JSH for the calculation of the transmission coefficients

(Eq. 7.14).
When afterwards the full broadband signal with the optimal coefficients Esmf (ω)

is emitted, spatially matched focusing is achieved. Contrary to the time reversal
experiment, temporal focusing can not yet be expected. For this, all frequency com-
ponents have to be in phase, which is intrinsically fulfilled by time reversal. After
the wavefront shaping optimization, an unknown phase factor eiφref (ω) remains which
will be corrected in phase two of the algorithm.

Phase two: from spatial to spatiotemporal focusing

During the second phase, the spatially focused signal is additionally focused in the
time-domain. For that, the phase factor eiφref (ω) needs to be determined and its con-
jugate equally multiplied to all emissions Esmf

n (ω). Such spatially invariant phase
filtering leads only to a temporal redistribution of the signal at the focal point. The
time-integrated intensity at the focus is unaltered by the filtering process, excluding it
as an appropriate feedback signal. Instead of detecting the linear intensity at the focal
spot, we place a nonlinear detector which allows us to measure the time-integrated
second-order response JSH as described by Eq. 7.7. The nonlinear signal JSH is sen-
sitive for a temporal redistribution of the pulse energy. Used as a feedback signal,
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it reaches its maximum when the transmitted signal is shortest in duration, corre-
sponding to the so-called Fourier-limit, when the waves at all frequencies are in phase
at the focus. This technique has similarly been used in optics for the compression of
dispersed ultrashort laser pulses [133].

The most straight-forward approach is an iterative sequential algorithm equivalent
to the spatial optimization scheme described in the beginning of the section. The
frequency range of the broadband emission spectrum is subdivided into intervals
∆ω < δω. Within each iteration j of the optimization, we emit the full signal as
determined for optimal spatial focusing, Esmf

n , but modified with a spatial invariant
phase mask ei∆φ(ω). Step by step, all frequency intervals are addressed successively.
Before the first iteration, the phase mask is ∆φ(ω) = 0 ∀ω. In step j, the phase mask
is modified only at the frequency ωj. We perform several emissions with the phase
∆φ(ωj) increasing from ∆φ(ωj) = 0 to ∆φ(ωj) = 2π, while the second harmonic
energy JSHj is recorded.

In the following we describe the behaviour of JSHj as a function of ∆φ(ωj) during
one step of the algorithm. For a more compact notation we drop the index j and the
frequency ωj in this paragraph. We denote F1(t)ei∆φ the contribution wave field of
the modified narrowband signal at the detector and F2(t) the collective wave field of
all other unmodified contributions. The argument of the integral in Eq. 7.7 writes as

|F 2
m0

(t)|2(∆φ) ∝ |F 2
1 (t)|2 + |F 2

2 (t)|2 + 4|F1(t)|2|F2(t)|2 +

<
{

4F1(t)F ∗2 (t)|F1(t)|2ei∆φ
}

+

<
{

2F 2
1 (t)(F ∗2 (t))2e2i∆φ

}
+

<
{

4F1(t)F ∗2 (t)|F2(t)|2ei∆φ
}
. (7.27)

In the initial stage of the optimization, F2(t) will be largely random and spread out
in time almost as much a single narrowband pulse F1(t). The time-integrated signal
JSH will change as a function of phase offset ∆φ by a both contribution proportional
to cos(∆φ) and a contribution proportional to the second-order term cos(2∆φ). After
a few steps of the algorithms, the contribution F2(t) will be much larger than the
contribution F1(t), as a number of frequencies start to interfere constructively. The
change of the time-integrated signal JSH is then dominated by the last term in
Eq. 7.27 and well-described by only the contribution proportional to cos(∆φ).

For each series of emissions for the phase offset ∆φ(ωj) applied at frequency ωj,
JSHj follows a cosine behaviour ∆JSHj ∝ cos[∆φ(ωj) + φSH(ω)] with a phase offset
φSH(ωj), which depends on the actual phases of all other frequency components. The
optimum phase offset ∆φ(ωj) = −φSH(ωj) is found at the point where JSHj reaches
its maximum. The modified phase mask is subsequently used in the next step, in
which the next frequency interval ωj+1 = ωj + ∆ω is handled in the same way. This
way, the independent frequency components of the signal are set in phase at the focus
step by step and the phase mask ei∆φ(ω) converges towards the conjugate of eiφref (ω).
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Figure 7.2: Measurement of the transmission matrix. From N points in the emitter plane
on the left, broadband signals are transmitted through a two-dimensional multiple scatter-
ing medium and recorded at M points in the receiver plane on the right. Details of the
experiment are specified in Sec. 7.3.

7.3 Experiment and simulations

7.3.1 Transfer matrix measurement

As a first step of the experiment, we recorded the transfer matrices of a multiple
scattering medium over a broad range of frequencies. This way we conveniently obtain
all the information about the given random medium which is needed to perform a
comparative simulation of the wavefront shaping experiment and the time reversal
experiment. The experimental setup consists of two identical transducers, one used as
emitter and the other as receiver respectively, placed in water on opposite sides of the
medium (Fig. 7.2). The latter is an arrangement (thickness L = 80 mm) of parallel
steel rods with density 18 cm−2 and a rod diameter 0.8 mm. Both the emitting and
the receiving transducer can be translated on a line parallel to the medium, on which
we defined each 128 emitter points and 128 receiver points spaced by 0.4 mm. From
each emitter point, we sent an ultrasonic pulse at a central frequency of 3.5 MHz
with a relative bandwidth of 31%. In this frequency range the mean free path of the
medium is l ≈ 4mm as determined in [162]. The transmitted signals were recorded on
all receiver points with a sampling frequency of 10 MHz. From the Fourier transform
of the temporal signal, we obtain the transfer matrices in the considered frequency
range (Eq. 7.1). We determined the correlation of the transmission coefficients both
in the spatial and in the frequency domain by

Cω(∆ω) = 〈Tnm(ω)T ∗nm(ω +4ω)〉n,m , (7.28)

Cr(∆r) =
〈
Tnm(ω)T ∗n(m+∆r)(ω)

〉
n,ω

, (7.29)

where the average is performed over the denoted matrix coefficients in Eq. 7.28
and over the first matrix entry and frequencies in Eq. 7.29. From the full width
at half maximum of the correlation functions, δω = FWHM(|Cω|) = 5.14kHz and
FWHM(|Cr|) = 1.04mm, we can determine that we have 1/5.14kHz independent fre-
quencies per frequency unit and N = (128 · 0.40mm)/1.04mm = 49.2 independent
emitter points available [101].

With the transfer matrices at hand, we can calculate the linear response of the
system for arbitrary signals emitted either from the ’emitter’ or ’transducer’ side.
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Figure 7.3: Received amplitude for non-optimized emission (a), for spatial wavefront shap-
ing (b) and subsequent temporal focusing (c), and for comparison, for the time reversal
focus (d). The areas in the dashed rectangles are plotted magnified in the inlays.

7.3.2 Wavefront shaping simulation

In the following we demonstrate optimal spatiotemporal focusing by a simulation of
the described wavefront shaping experiment based on the measured transfer matrix
and the nonlinear detector described in Eq. 7.7. It is worth to point out that al-
ternatively to our approach here, the experiment could also be directly implemented
without recording the transfer matrices.

For all following calculations, we emitted pulses with a Gaussian spectral function
of 10% bandwidth around the central frequency from all transducers. A typical signal
in the receiver plane is plotted in Fig. 7.3(a) and Fig. 7.4(a). The energy is spread
widely both temporally and spatially. The ballistic part of the wave has disappeared,
which confirms that the medium is strongly scattering.

Phase one: spatial focusing

Starting from this emission we performed a frequency-resolved wavefront shaping
optimization as described in Sec. 7.2.4. The bandwidth of the narrowband pulses is
chosen to ∆ω = 1.4 kHz to be smaller than the correlation δω. In two experiments
we use both emission with optimal phase and amplitude (Eq. 7.17) and the emission
with optimal phase only (Eq. 7.23). The deposed energy in the receiver plane for
both experiments is plotted in Fig. 7.5a. It is calculated by integrating over time
the square of the wave amplitude at the receiver points (see Fig. 7.3(b) for the signal
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Figure 7.4: Received amplitude at the focal point for non-optimized emission (a), for spatial
wavefront shaping (b) and subsequent temporal focusing (c), and for comparison, for time
reversal focusing (d).

obtained in optimizing both amplitude and phase). The optimization leads to a
spatial focusing in both cases. For phase and amplitude control, the increase in
energy at the focal spot is η = 49.2, which corresponds perfectly to the number
of estimated independent emitters N = 49.2 (Eq. 7.22). The enhancement by the
time reversal focus is slightly higher, indicating remaining deviations between the
wavefront shaping emission and the time reversal emission. In further calculations, we
observed that a further reduction of ∆ω eliminates these deviations, which shows that
the single-frequency TR emission and the WFS emission are identical (see Eq. 7.17
and Eq. 7.5).

For phase-only optimization, we observe an enhancement lowered by a factor 0.71
(ηpo = 35.1). The factor 0.8 (Eq. 7.26) is not fully reached, which we attribute to
the fact, that due to the geometry of the setup not all emitters contribute equally at
the focal point, effectively reducing the number of emitter points [135]. The resulting
time-resolved signals for the first case are shown in Fig. 7.3(b) and Fig. 7.4(b). The
energy is still spread temporally, since temporal focusing is impeded by the remaining
random phase relation between independent frequency components (Eq. 7.15). In the
next step, we determine and correct for this phase factor.
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Figure 7.5: (a) Received energy before (dotted line), after wavefront shaping with phase-
only control (dash-dotted line) and combined control of amplitude and phase (solid line).
The focal spot obtained with time reversal is plotted for comparison (dashed line). (b)
Amplitude after wavefront shaping (solid line) and time reversal (dashed line) on the focal
spot.

Phase two: from spatial to spatiotemporal focusing

Starting with the emission for spatial optimization, we perform frequency phase fil-
tering as described in Sec. 7.2.4. After two cycles over all frequencies, the received
signals are not only spatially, but also temporally focused (Fig. 7.3(c) and Fig. 7.4(c)).
The resulting peak intensity can be put in context with the degrees of freedom avail-
able for the optimization. We have Nspatial = 49.2 independent emitters at hand. In
the frequency domain, Nfreq = 96.3 degrees of freedom are available calculated from
the frequency correlation, δω = 5.14kHz and a bandwidth of 4ωbb = 495kHz. Hence,
the total number of degrees of freedom is ηtheory = Nspatial ·Nfreq = 4.7 · 103. We es-
timate the intensity enhancement to ηexp = 6.2 · 103, comparing the peak intensity to
the intensity before optimization (obtained from the transmission averaged over the
transducers around the focus around the peak of the diffuse transmission, smoothed
by a 60µs window to remove temporal speckle). This number corresponds well to the
order of magnitude of the number of degrees of freedom.

As a reference, we performed an equivalent time reversal experiment, which in-
trinsically reaches spatiotemporal focusing (Fig. 7.3(d) and Fig. 7.4(d)). The quality
of the focusing from our adaptive wavefront shaping and time reversal are nearly
identical (Fig. 7.5b). The small deviations are a result of small remaining phase dif-
ferences which can be minimized by a reduction of the frequency steps during the
spatial optimization (see above) and further iterations of the adaptive phase filtering
process. As an alternative to the step-by-step algorithm we used here, so-called stim-
ulated annealing algorithms [133] or genetic algorithms [75] should equivalently find
the optimal phase relation. These algorithms are known to be robust in the presence
of noise, but have the disadvantage to turn inefficient for an increasing number of
degrees of freedom.
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7.4 Conclusions

In conclusion, we have presented a new approach for spatiotemporal focusing through
complex scattering media by feedback-based wavefront shaping. In contrast to previ-
ous works, our approach is capable of reaching the limit of a spatiotemporal matched
filter; the maximum possible amount of the emitted energy is deposed at the target.
We showed that to achieve this, phase and amplitude of the emission need to be
controlled at each frequency. In contrast to the classical time reversal experiment
that achieves the ideal focus, here the direct access to the field amplitude at the
target is not required as only the intensity associated to a nonlinear response needs
to be detected. This point of is particular interest for many applications in wave
physics where the accessible information is restricted to field intensity. For example,
in optics, our method can be realized by fluorescent dye molecules as they are used
for two-photon microscopy. In ultrasound therapy, it could optimize both spatial and
temporal focusing of therapeutic beam through the skull bone thanks to MR radia-
tion force imaging. Being generally applicable to all types of waves, we believe that
our method is promising for a wide range of applications in imaging and sensing, and
for the control of wave propagation in combination with complex media such as new
metamaterials.
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Summary

This thesis deals with novel approaches to wavefront shaping methods to control wave
propagation, in particular of light, in opaque scattering materials. This rapidly evolv-
ing field of research is motivated by a manifold of possible applications, for example
in the development of novel imaging techniques for biomedical applications, in the
performing of tests to random matrix theory, and in inventing new ways to control
light in nanophotonic structures and metamaterials for communication technology,
sensing and optical computing.

In the context of this work, we have developed novel experimental methods to con-
trol spatially and temporally the focusing of ultrashort laser pulses inside or through
turbid media. In our optical apparatus, we shape the wavefront of the beam from
the ultra-short laser by means of a phase-only spatial light modulator (SLM). At the
intended focus at the backside or inside the opaque medium, each independently con-
trolled fraction of the wavefront, typically a square segment, contributes an electric
field in the form of a random speckle pulse. Setting the phase of a segment on the
SLM enables us to adjust the phase of its respective contribution. At the desired
focus we measure the light by an appropriate short-pulse detection scheme. We use
this signal as a feedback for an iterative computer algorithm, which sets all phases so
that all contributions constructively interfere at the focus and form an intense short
pulse. The main challenge for these types of experiments is the implementation of a
suitable feedback signal, which are outlined in the following paragraphs. A visual in-
terpretation of our principle is that we guide the light more efficiently through paths,
which lead to the focal point. At the same time we select light paths within a narrow
range of lengths. Thus, the light from the selected paths reaches at the focus point
at exactly the same time, recombining into an ultrashort laser pulse.

In chapter 3 we report on the first experimental demonstration of temporally
controlled focusing of a short pulse through a thick layer of scattering paint. We
measure the feedback by heterodyne interferometry, which provides the amplitude of
the electric field at the focal point with temporal resolution. Furthermore, chapter 3
includes our theoretical predictions for the amplification of the light at the focal point
and the duration of the focused short pulse, which are in very good agreement with
the experimental results.
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Summary

Our work in chapters 4, 5 and 6 gradually delves into extrapolations of the method
to focusing pulses not only on the backside, but also at a point inside the scattering
material. For this purpose, we have devised an alternative approach to the feedback
measurement. The previously used time-resolved interferometry is not applicable in
this case, as it requires that the focus is accessible to an undisturbed reference pulse.

In chapter 4 we show, based on numerical simulations, that the focusing of short
pulses can be achieved, circumventing the need for explicit time resolution, by making
use of a non-linear feedback. A ‘slow’ non-linear detector produces a signal, which
is the larger the more the measured light is compressed in time. Because of this
relationship, the signal from the detector is sensitive to the time profile of a short
pulse. We find that the amplification of the light and the duration of the formed
pulse is similar to the method described in chapter 3, but in contrast to the previous
approach, this one provides no temporal control over the arrival time of the pulse.

In chapter 5 we put the idea of the slow non-linear detector into practice. We
make use of nanocrystals with a high efficiency for second-harmonic generation. In
our case this process corresponds to the nonlinear conversion of near-infrared light
to blue light, which we quantify with a sensitive camera. On optimizing this signal,
we focus short laser pulses on a single nanocrystal, which is placed at the backside
of an opaque sample. As the second-harmonic generation takes place only inside the
nanoparticle, we can now monitor the focusing of light by the amount of blue light
produced. This can be measured from a distance, without need for time-resolved
measurements. Thus, in this configuration, we can accurately measure the amount
of the blue light, and compare it to our theoretical model.

In chapter 6 we show for the first time the focusing of short light pulses to the
inside of an opaque medium. Now we place the nanocrystals inside the medium,
rather than on the backside. The blue light generated inside the nanocrystals is
scattered, similarly to the initial infrared light, in the medium. With a sensitive
photodetector we measure the portion of the blue radiation that comes out of the
material.

Finally, in chapter 7 we explore further possibilities of the slow nonlinear detec-
tor, however our experimental methods here differ substantially from the previous
chapters. First, we are dealing with ultrasound waves in an aqueous environment
instead of light waves. Second, we investigate broadband wavefront shaping: while
with light we can only spatially modulate the wavefront by the SLM, regardless of
the frequency of the light, with ultrasound, on top of the spatial modulation, we
can easily modulate signals temporally, i.e. we can apply a different wavefront shape
to each frequency component. We show that the broadband wavefront shaping in
combination with a slow non-linear detector enables optimal focusing the waves for a
given scattering medium. By optimal we mean that, for a given power incident onto
the medium, we achieve the maximum amplitude at the focus.
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Samenvatting

Optische technieken zijn alom aanwezig in ons dagelijks leven in de vorm van displays,
telecommunicatie en sensoren. In de industrie, geneeskunde en onderzoek zijn opti-
sche technieken, zoals spectroscopie en microscopie, onmisbaar om de samenstelling
of de structuur van materie te onderzoeken. Een groot deel van het fundamentele
onderzoek op het gebied van optische technieken gaat over het begrijpen en het be-
heersen van de voortplanting van licht in structuren op een schaal van nanometers
met onder andere de motivatie om nieuwe generaties zonnecellen, computers of af-
beeldingtechnieken te ontwikkelen.

In homogene materialen, zoals glas, kan licht met behulp van geavanceerde op-
tische systemen met grote nauwkeurigheid worden gestuurd. Ondoorzichtige mate-
rialen, zoals biologisch weefsel, vormen echter voor vele optische toepassingen een
probleem. Vanwege de wanordelijke microscopische structuur kan licht niet op een
gecontroleerde manier er doorheen worden gestuurd.

In het kader van dit proefschrift hebben wij nieuwe methoden ontwikkeld om licht
gecontroleerd door ondoorzichtige materialen heen te sturen. Dit onderzoeksveld werd
enkele jaren geleden uitgevonden in onze groep en maakte gebruik van licht afkom-
stig uit continue laserbronnen. Wij hebben een methode ontwikkeld waarmee we nu
ook ultrakorte lichtpulsen van gepulste lichtbronnen door en binnenin ondoorzich-
tige materialen kunnen sturen. Korte lichtpulsen worden voor een aantal technieken
gebruikt voor het onderzoeken van kortdurende verschijnselen in de biologie, schei-
kunde en natuurkunde, maar deze technieken eisen meestal dat lichtverstrooiing in
het materiaal een kleine rol speelt. Met onze methode is het wellicht mogelijk om deze
korte lichtpulstechnieken op veel complexere systemen toe te passen, zoals biologisch
weefsel. Het werk van dit proefschrift is voornamelijk gefocust op het onderzoek van
elektromagnetische golven bij de frequentie van licht, maar de ontwikkelde methoden
zijn ook toepasbaar op andere soorten golfen zoals microgolven of ultrasoon geluid.

Korte lichtpulsen

Onze methode maakt gebruik van een femtoseconde laser als bron voor korte licht-
pulsen. De laser produceert geen continue laser bundel, maar knippert door het
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uitzenden van korte pulsen met een duur van minder dan een biljoenste seconde
(< 10−12 s). Het licht van de laser in het nabij infrarood gebied heeft een trillingspe-
riode van ongeveer twee tot drie biljardste seconden (< 10−15 s) en de hele lichtpuls
duurt typisch 10 to 100 trillingen. Het elektrische veld van een typische laserpuls is
te zien in Figuur 2.2. Voor vele toepassingen van korte laserpulsen moet de lichtpuls
onverstoord naar een focus worden geleidt, wat met conventionele methoden in een
ondoorzichtig medium onmogelijk is.

Verstrooiing van korte lichtpulsen in ondoorzichtige materialen

Ondoorzichtige witte materialen, zoals papier, tanden of verflagen, bestaan uit een
wanordelijke structuur van kleine deeltjes waar het licht op botst en van richting ver-
andert. Dit proces wordt verstrooiing genoemd. Licht van een gerichte bundel dat in
het medium verstrooid wordt raakt zijn herinnering aan zijn oorspronkelijke voort-
plantingsrichting kwijt en verspreidt zich (gemiddeld) gelijkmatig in alle richtingen.
Laserlicht dat door een verstrooiend materiaal heen gaat, vormt een zogenaamd spik-
kelpatroon: het wanordelijk verstrooide licht interfereert tot een willekeurig patroon
van heldere en donkere stippen. Korte laserpulsen worden gedurende de voortplan-
ting in een verstrooiend medium ook in het tijdsdomein verstoord. De inkomende
bundel wordt gesplitst en verdeelt zich over het grote aantal van de mogelijke paden
door het medium. Een deel van het licht legt korte paden door het materiaal af
en bereikt een punt achter het medium eerder dan pulsen die via hele lange paden
lopen. In een typische verflaag van maar een paar micrometer dik kan dit verschil in
aankomsttijd al vele malen groter zijn dan de oorspronkelijke duur van de laserpuls.
Daarom bereikt het gepulste licht de achterkant van een verstrooiend medium niet
als een onverstoord puls, maar een zogenaamde spikkelpuls, een serie van wanordelijk
getimede laserpulsen verdeeld over een lang tijdsduur.

Sturen van korte laserpulsen door een verstrooiend medium

In het kader van dit onderzoek hebben wij voor het eerst een methode aangetoond om
een korte lichtpuls in of achter een ondoorzichtig medium te sturen en te focusseren.
In onze optische apparatuur vormen we de ruimtelijke structuur van de invallende
bundel, het golffront, met behulp van een spatial light modulator (SLM), een soort
tweedimensionaal LCD. Met de SLM delen we de laserstraal in vele kleine bundels
waarvan we de fase van het licht apart kunnen instellen. Bij het beoogde focus draagt
elke bundel een verstrooide spikkelpuls bij aan het elektrisch veld van het gemeten
signaal. Door de fase van een bundel via de SLM in te stellen, kunnen we de fase
van de bijhorende verstrooide spikkelpuls veranderen. Aan het gewenste focus meten
we de intensiteit en pulsduur van het gearriveerde licht. Dit signaal gebruiken we als
feedback voor een iteratief computeralgoritme waarmee we alle fases instellen zodat
alle bundels constructief met elkaar interfereren bij de focus en een intense korte puls
vormen. Een treffende interpretatie van ons experiment is dat we het licht enerzijds
efficinter door paden leiden die naar het focuspunt voeren. Anderzijds wordt het licht
ook met voorkeur aan paden gekoppeld met een bepaalde lengte. Daardoor komt het
licht van verschillende paden op precies hetzelfde moment aan op het focuspunt,
waardoor het wordt gebundeld tot een ultrakorte laserpuls.
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Belangrijkste resultaten

In hoofdstuk 3 presenteren wij de eerste experimentele demonstratie van het focus-
seren van een korte lichtpuls dwars door een dikke laag verstrooiende verf heen. De
uitdaging voor dit experiment met korte lichtpulsen is vooral het implementeren van
een geschikt feedback signaal voor het iteratieve computeralgoritme. In dit experi-
ment meten we de feedback met behulp van een gevoelige interferometrische techniek
die de tijdsopgeloste amplitude van het elektrische veld bij het focus levert. Hoofdstuk
3 bevat ook onze theoretische voorspellingen voor de versterking van het licht bij het
focus en de duur van de gearriveerde korte puls, die heel goed met de experimentele
resultaten overeenkomen.

Het werk in hoofdstukken 4, 5 en 6 leidt geleidelijk naar ons doel korte lichtpul-
sen niet alleen achter, maar ook binnenin een verstrooiend materiaal te focusseren.
Voor deze doelstelling hebben wij een alternatieve aanpak voor de feedback meeting
bedacht. De eerder gebruikte tijdsopgeloste interferometrische techniek is hiervoor
niet van toepassing omdat we op het gewenste focus binnenin het medium geen on-
verstoorde referentiepuls beschikbaar kunnen gebruiken.

In hoofdstuk 4 tonen wij gebaseerd op numerieke simulaties aan dat het focusseren
van korte pulsen ook met een niet-lineaire feedback signaal wordt bereikt, zonder dat
daarvoor en expliciete tijdsresolutie in de meting nodig is. Zo een trage niet-lineaire
detector levert een hogere intensiteit als de pulsduur van het licht korter wordt. Door
deze relatie is het signaal van de detector gevoelig voor het vormen van een korte
puls. We tonen aan dat de versterking van het licht en de duur van de gevormde puls
verglijkbaar is met de methode in hoofdstuk 3 maar in tegenstelling daaraan levert de
methode geen controle over de verblijftijd van de gefocusseerde puls in het medium.

In hoofdstuk 5 brengen we het principe van de trage niet-lineaire detector in de
praktijk. We maken gebruik van nanokristallen die een hoge efficintie voor tweede-
harmonische generatie vertonen. Bij dit proces worden op het nanokristal twee fo-
tonen tot een foton van de dubbele frequentie samengevoegd, wat in ons geval een
conversie van nabij-infrarood licht naar blauw licht veroorzaakt. Het blauwe licht
meten we dan met een gevoelige camera. We focusseren korte lichtpulsen op enkele
nanokristallen, welke aan de achterkant van een ondoorzichtig medium zijn geplaatst.
In deze configuratie kunnen we de hoeveelheid van het blauwe licht nauwkeurig meten
en met onze theoretische modellen van het experiment verglijken.

In hoofdstuk 6 tonen wij voor de eerste keer aan hoe korte lichtpulsen binnenin een
ondoorzichtig medium te focusseren zijn. Voor dit experiment zijn de nanokristallen
binnenin het medium geplaatst. Het door het nanokristal uitgezonden blauwe licht
wordt in gelijke mate als het oorspronkelijke rode licht in het medium verstrooid.
Een deel van het blauwe licht kunnen we buiten het materiaal met een gevoelige
fotodetector meten. Op deze manier kunnen we van op een afstand het licht in het
focus bij het nanokristal met een trage niet-lineaire detector meten en de korte pulsen
daarop focusseren.

In hoofdstuk 7 onderzoeken we verdere mogelijkheden van de trage niet-lineaire
detector, maar onze experimentele methoden verschillen substantieel van de vooraan-
gaande hoofdstukken. Ten eerste zijn onze resultaten gebaseerd op een experiment
met ultrasoon geluid in plaats van licht. Ten tweede onderzoeken wij de mogelijk-
heden voor het breedbandig vervormen van een golffront. In tegenstelling tot de
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golffrontvorming met licht, waar we het licht met het SLM alleen ruimtelijk kun-
nen moduleren, kunnen we met ultrasoon geluid rechtstreeks zowel ruimtelijk als in
tijd complexe signalen meten en opwekken. We tonen aan dat de breedbandige golf-
frontvorming in combinatie met een trage niet-lineaire detector de golven voor een
gegeven verstrooiend medium optimaal focusseert. Daarmee bedoelen we dat voor
een zeker invallend vermogen op het medium, de maximale amplitude bij het focus
wordt bereikt.
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Zusammenfassung

Optische Technologien sind in unserem täglichen Leben allgegenwärtig in der Form
von Displays, Sensoren und Telekommunikation. In Industrie, Medizin und Forschung
sind optische Techniken, wie zum Beispiel Spektroskopie oder Mikroskopie, unabding-
bar zur Untersuchung der Zusammensetzung und Struktur von Materialen. Ein Groß-
teil der optischen Grundlagenforschung richtet sich darauf, Lichtausbreitung in Mate-
rialien mit Nanostrukturen zu verstehen und kontrollieren zu können. Die Motivation
für diese Forschung ist unter anderem das Ziel, neue Generationen von Solarzellen,
Computern oder optischer Bildgebungstechniken zu entwickeln.

In homogenen transparenten Materialien, z.B. Glas, kann Licht mit Hilfe von
perfektionierten Optiken mit großer Genauigkeit dirigiert werden. Undurchsichtige,
lichtstreuende Medien, wie z.B. Wolken oder biologisches Gewebe, stellen hingegen für
viele optische Anwendungen ein Problem dar. In solchen opaken Materialien breitet
sich das Licht nicht geradlinig aus, sondern bewegt sich durch Vielfachstreuung in
ihrer ungeordneten mikroskopischen Struktur entlang nicht vorhersehbarer Pfade. Mit
konventionellen Optiken kann die Richtung der Lichtausbreitung in solchen Stoffen
nicht gezielt beeinflusst werden kann.

Im Rahmen dieser Dissertation haben wir neue Methoden entwickelt, um die
Lichtausbreitung in opaken Medien zu kontrollieren. Dieses Forschungsfeld wurde vor
einigen Jahren in unserer Arbeitsgruppe begonnen und richtete sich zunächst auf das
Kontrollieren von kontinuierlichem Laserlicht. Wir haben hier Methoden entwickelt,
womit nun auch ultrakurze Laserpulse von gepulsten Lichtquellen durch und in opa-
ken, streuenden Materialien geleitet werden können. Ultrakurze Laserpulsen werden
in der Biologie, Chemie und der Physik für eine Reihe von Techniken verwendet, vor
allem um schnelle ablaufende Prozesse wie chemische Reaktionen zu untersuchen.
Voraussetzung für diese Anwendungen ist oft, dass Lichtstreuung in den untersuchten
Proben eine untergeordnete Rolle spielt. Die von uns entwickelten Methoden können
dazu beitragen, den Anwendungsbereich von Ultrakurzpulstechniken auf wesentlich
komplexere Systeme auszuweiten. Diese Dissertation befasst sich vor allem mit Licht,
d.h. elektromagnetischen Wellen bei der Lichtfrequenz (1015 Schwingungen pro Se-
kunde), aber unsere Methoden sind auch auf andere Wellentypen, wie Mikrowellen
oder Ultraschall übertragbar.
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Ultrakurze Laserpulse

Für unsere Methode nutzen wir einen Femtosekundenlaser als Quelle für die ultrakur-
zen Laserpulse. Dieser Laser liefert keinen kontinuierlichen Laserstrahl, sondern blitzt
80 Millionen Mal pro Sekunde, wobei jeder der Lichtblitze weniger als eine billionstel
Sekunde dauert. Das ausgesendete Nahinfrarotlicht hat eine Schwingungsdauer von
zwei bis drei billiardstel Sekunden, und der gesamte Puls umfasst typischerweise 10
bis 100 Schwingungen. Das elektrische Feld eines solchen Laserpulses ist in Abbildung
2.2 dargestellt. Im Folgenden erläutern wir, wie sich ein solcher Laserpuls in stark
streuenden Materialien ausbreitet.

Streuung von kurzen Lichtpulsen in opaken Materialien

Opake Materialien, wie z.B. Nebel oder Papier, sind aus einer ungeordneten Struktur
von kleinen Partikeln zusammengesetzt. An diesen Teilchen wird das Licht gestreut,
und verändert bei diesem Prozess seine Ausbreitungsrichtung. Nachdem das Licht
eines gerichteten Laserstrahls im Material vollständig gestreut wurde, kann über die
ursprüngliche Ausbreitungsrichtung keine Aussage mehr getroffen werden: das Licht
breitet sich diffus, d.h. im Mittel gleichmäßig in alle Richtungen, aus. In unseren Ex-
perimenten verwenden wir meist eine deckende Schicht weißer Farbe als Modellsystem
eines opaken Mediums. Kohärentes Laserlicht welches durch eine solche Farbschicht
scheint erzeugt ein sogenanntes Speckle: das zufällig gestreute Licht interferiert zu
einem zufälligen Muster von hellen und dunklen Punkten. Ein Laserstrahl von ul-
trakurzen Pulsen wird durch die Schicht neben dieser räumlichen Beeinflussung auch
zeitlich stark moduliert. Beim Eintritt ins Material verteilt sich das Licht auf die
große Anzahl von möglichen Streupfaden durch das Medium. Ein Teil des Lichts legt
kurze Wege zurück und erreicht die Rückseite der Probe schneller als Lichtpulse die
zufällig sehr lange Pfade zurücklegen. In einer typischen Schicht weißer Farbe von
einigen Mikrometern Dicke kann der Unterschied in Ankunftszeit viele Male grösser
sein als die ursprüngliche Pulsdauer. An der Rückseite wird dadurch nicht der ur-
sprüngliche kurze Puls gemessen, sondern ein sogenannter Specklepuls, eine Sequenz
von zeitlich über einen großen Zeitraum zufällig verteilten Pulsen. Ein Beispiel eines
solchen Specklefelds ist in Abbildung 2.5 illustriert.

Steuern von kurzen Lichtpulsen in streuenden Medien

Im Rahmen dieser Arbeit haben wir erstmals eine Methode demonstriert, mit der
sich kurze Lichtpulse in opaken Stoffen und hindurch steuern und fokussieren lassen.
In unserer optischen Apparatur wird die räumliche Struktur des einfallenden Laser-
strahls, die sogenannte Wellenfront mit einem räumlichen Lichtmodulator (Englisch:
spatial light modulator, SLM) geformt. Technisch gesehen ist das SLM ein speziel-
les einstellbares, zweidimensionales, Flüssigkristalldisplay. Mit dem SLM unterteilen
wir den Laserstrahl in viele kleine Strahlen. Bei jedem der Teilstrahlen können wir
unabhängig die Phase des Lichts einstellen, indem wir das Licht mit dem SLM kon-
trolliert um bis zu einer Schwingungsperiode verzögern. An einem gewünschten Fokus
hinter der streuenden Probe trägt jeder Teilstrahl ein kleines Lichtsignal, einen ge-
streuten Specklepuls zum Gesamtsignal bei. Indem wir die Phase eines Teilstrahls mit
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dem SLM einstellen, können wir die Phase des Specklepulses am gewünschten Fokus
anpassen. Dort messen wir das ankommende Licht mit einer geeigneten Detektions-
technik für kurze Lichtpulse. Dieses Signal nutzen wir als Rückkopplung für einen
iterativen Computeralgorithmus, und alle Phasen der Teilstrahlen so zu optimieren,
das diese im Fokus konstruktiv interferieren und einen kurzen, intensiven Laserpuls
formen. Eine anschauliche Interpretation diesen Prinzips ist, dass wir das Licht ei-
nerseits effizienter durch Streupfade leiten die zum Fokus führen. Gleichzeitig wählen
wir mit unserer Methode auch gezielt Pfade mit einer bestimmten Länge aus. Das
Licht welches sich entlang der ausgewählten Wege ausbreitet erreicht den Fokus zum
gleichen Zeitpunkt und summiert sich zu einem kurzen Puls.

Wichtigste Resultate

In Kapitel 3 präsentieren wir die erste experimentelle Demonstration für das räum-
liche und zeitliche Steuern von ultrakurzen Laserpulsen durch ein dickes streuendes
Medium. Die Herausforderung bei diesem Experiment liegt vor allem in der Imple-
mentierung eines geeigneten Feedbacksignals für den iterativen Optimierungsalgorith-
mus. Hier messen wir das Feedback mit Hilfe einer hochsensitiven interferometrischen
Technik, welche die zeitaufgelöste Amplitude des elektrischen Feldes am gewünschten
Fokus liefert. Kapitel 3 beinhaltet im Weiteren unser theoretisches Modell für die zu
erzielende Verstärkung des Lichts am Fokus und die zeitliche Ausdehnung des kurzen
Laserpulses. Das Modell und unsere experimentellen Ergebnisse stimmen gut überein.

Die Kapitel 4, 5 und 6 führen uns Schritt für Schritt zu unserem Ziel, Lichtpulse
nicht nur durch ein Material hindurch, sondern auch im Material selbst fokussieren zu
können. Zu diesem Zweck haben wir eine alternative Methode für die Feedbackmes-
sung entwickelt. Die im vorangehenden Kapitel genutzte zeitauflösende Interferome-
trie ist ungeeignet, da wir am gewünschten Fokus, der sich innerhalb unserer ungeord-
neten Struktur befindet, keinen ungestreuten Referenzpuls verfügbar machen können.
In Kapitel 4 zeigen wir auf Basis von numerischen Simulationen, dass das Fokussieren
von kurzen Lichtpulsen auch mit einem nichtlinearen Detektor als Feedback erreicht
wird, ohne dass dafür explizite Zeitauflösung in der Messung benötig wird. Solch ein
träger nichtlinearer Detektor liefert ein größeres Signal, je kürzer die Pulsdauer des
Lichts wird. Die Nutzung des nichtlinearen Signals als Rückkopplung führt daher
automatisch zur Formung eines kurzen Pulses. Wir zeigen, dass die Verstärkung des
Lichts im Fokus und die erzielte Pulsdauer mit der im vorigen Kapitel untersuchten
Methode vergleichbar sind. Im Gegensatz zur interferometrischen Methode gibt der
nichtlineare Detektor jedoch keine Kontrolle über die Verweildauer der fokussierten
Pulse im Material.

In Kapitel 5 setzen wir das Prinzip des trägen nichtlinearen Detektors in die
Praxis um. Wir verwenden Nanokristalle die eine hohe Effizienz für die Frequenz-
verdopplung von Licht aufweisen. Bei diesem Prozess werden im Nanokristall zwei
Photonen zu einem Photon der doppelten Frequenz verschmolzen. In unserem Fall
entspricht dieser Prozess der Konversion von Nahinfrarotlicht zu blauem Licht. Letz-
teres messen wir mit einer hochsensitiven Kamera. In unserem Experiment zeigen wir
das Fokussieren von Lichtpulsen auf einzelne Nanokristallen, welche an der Rückseite
eines stark streuenden Materials platziert sind. In dieser Konfiguration können wir
das blaue Licht quantitativ mit hoher Genauigkeit messen und mit unseren theore-
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tischen Modellen vergleichen. In Kapitel 6 zeigen wir dann erstmals das Fokussieren
von kurzen Laserpulses im inneren eines opaken Mediums. Für dieses Experiment
sind die Nanokristalle im Medium eingebettet. Das durch die Nanokristalle ausgesen-
dete blaue Licht wird vergleichbar mit dem ursprünglichen roten Licht im Material
gestreut. Einen Teil davon kann von außerhalb des Mediums mit einem sensitiven
Fotodetektor gemessen werden. Da die Frequenzverdopplung nur beim Nanokristall
stattfindet, können wir das Fokussieren der Pulse von außerhalb des Mediums anhand
der Menge des produzierten blauen Lichts quantifizieren und verfolgen, ohne dass ein
zeitauflösender Detektor benötigt wird.

In Kapitel 7 erweitern wir das Konzept des räumlichen und zeitlichen Steuerns von
gestreuten Wellen unter Verwendung des trägen nichtlinearen Detektors. Die verwen-
deten experimentellen Methoden unterscheiden sich hierbei wesentlich von den voran-
gehenden Kapiteln. Erstens, in diesem Kapitel führen wir die Experimente nicht mit
Lichtwellen, sondern mit Schallwellen durch. Zweitens untersuchen wir neue Ansätze
für das breitbandige Formen einer Wellenfront. Bei der Wellenfrontformung mit Licht
wird der Lichtstrahl mit dem SLM lediglich räumlich moduliert, d.h. die Modulation
ist weitgehend unabhängig von der Lichtfrequenz. Mit parallel angeordneten Ultra-
schallwandlern lassen sich Signale neben der räumlichen Modulation auch zeitlich
modulieren, i.e., für jede Frequenz kann eine separate Wellenfront verwendet werden.
Wir zeigen, dass breitbandige Wellenfrontformung in Kombination mit einem trägen
nichtlinearen Detektor optimales Fokussieren erlaubt. Damit meinen wir hier, dass
für eine gegebene auf das Medium eingestrahlte Leistung die maximale Pulsamplitude
am Fokus erzeugt wird.

132



Acknowledgements

My doctoral work would have not been possible without the invaluable help of a
number of people. First of all, I would like to thank Ad Lagendijk and Mathias Fink
for realizing this project and for giving me the wonderful opportunity of working in
two outstanding laboratories located in two beautiful cities: the AMOLF institute in
Amsterdam and the Institut Langevin in Paris.

I would like to express my deepest gratitude to my PhD supervisor Ad Lagendijk
at AMOLF. Thank you for your trust in me all along the way. I received many
good pieces of advice and encouragement from you, from which I profited in my
development as a researcher, and certainly much beyond that.

I would like to thank Arnaud Tourin for his support and for the supervision of my
project at ESPCI. I greatly appreciated your critical examination of all the chapters
of this thesis and your helpful comments. I am very grateful that you accepted to be
the copromotor for my PhD.

I am also deeply grateful Allard Mosk from the COPS group in Twente for our
fruitful collaboration on all the wavefront shaping projects with light and for sharing
his vast physics expertise. Bergin Gjonaj was my comrade PhD in the optics lab at
AMOLF. Dear Bergin, thank you most of all for your creativity, which you brought
into our countless helpful discussions. Their intensity sometimes topped the one of
our table tennis matches in the old building. I am deeply indebted also to Patrick
Johnson for his help in writing my manuscripts and for always having an open ear
and time to discuss problems coming up in my projects. I greatly appreciate your
calm way of dealing with challenges.

During my doctoral work, I profited also from the help of a number of people
who contributed to my work on individual projects. Many thanks to Dries van
Oosten for getting me started on the heterodyne interferometry and Kobus Kuipers
for proving the equipment (chapter 3). Thanks also to the staff of the AMOLF
electronics workshop, and in particular Idsart Attema, for fixing the frequency mixer
and to Timmo van der Beek for fabricating the scattering samples. Thank you to
Mohamed Tachikirt for his assistance in the second harmonic project (chapters 5 and
6) and his patient help on our long road to fabricate suitable scattering samples.
Credit goes to Alice Bretagne for providing the data of the ultrasound transmission

133



Acknowledgements

matrix measurements and for her contribution to our manuscript (chapter 7). I
also would like to thank Mathias Fink and Mickaël Tanter, who co-supervised this
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